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ABSTRACT

This Thesis describes wrork undertaken by the author as part of a

Government sponsored study of air pollution dispersion from industrial

sources at Kwinana, HWestern Australia. The primary objective of the

study was to develop predictive tools, in the form of computer models,
®hich could be used in assessing air quality constraints on land use
planning in the Krinana area. A secondary objective was to develop
models which could be adapted to apply to other areas of the State,
both on the coast and inland.

N

The approach adopted to achieve these objectives wras to identify those
meteorological processes which significantly influence pollutant
dispersion and to concentrate on developing conceptually simple,
acceptably accurate model components which could be amalgamated into
an efficient, flexible and robust dispersion model package. As far as
possible, computation methods requiring only routinely available data
were pursued, in view of the applications proposed for the model. The
model components developed in the course of the study rere:

(a) a model combining heat budget and bulk aerodynamic methods for
computing surface turbulent fluxes, which requires routine
single height meteorological data only and rhich accounts for
the important stabilizing effect of surface evaporation;

(b) a model to describe the erosion of radiation inversions above a
groring daytime mell mixed layer, based on a parameterization of

the turbulent kinetic energy budget of the layer;

(1)



(el an efficient multi-source Gaussian plume dispersion model,
incorporating simulation of the shoreline fumigation effect of
elevated plumes entrained into a thermal 1internal boundary

layer.

Each of these model components was successfully validated via
comprehensive field experiments, rhich are described in the Thesis.
The dispersion model displayed excellent accuracy in predicting daily
or longer averages of sulphur dioxide measurements at a continuous

monitoring statiomn, but tended to under-predict high hourly averages.

The development and implementation of the above model components to
simulate the various meteorological processes over a full twelve
month period (with a ten minute timestep) for a very modest computing
cost 1is considered to be a significant contribution to this field of

study.
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CHAPTER 1

IRTRODUCTIOHN

1.1 STUDY OBJECTIVES

Dispersion of atmospheric pollutants in coastal areas 1is a common
concern of environmental and health agencies, since the population
density of coastal areas is usually relatively high. The subject is
also keenly studied by atmospheric scientists 1in view of the
complexity of mesoscale mind patterns and mixing processes at coastal

sites.

This Thesis describes theoretical and experimental wmork directed
torards the development of computer models to describe the dispersion
of pollutants from tall chimneys in a coastal environment. The bulk of
this work was completed as part of the Kwinana Air Hodelling Study
(1978-82), of which the author =®ras the Coordinator. Relevant
theoretical and experimental work completed subsequent to that Study

has also been included.

The Krinana Air Modelling Study (EKAMS) has been documented by the
Department of Conservation and Eaviromnment (KAMS, 1982). An overview
of the Study is provided in Chapter 2 of this Thesis. As the name
implies, the aim of KAMS wmas to develop computer models of atmospheric
pollutant dispersion in the Krinana area, which is the State’'s major
industrial area situated about 30 kms to the south of Perth. The main

concentration of heavy industry at KwrRinana 1is in a coastal strip



adjacent to Cockburn Sound which is a natural harbour protected by
Garden Island. The prime objective behind the development of the
computer models was to provide a predictive tool for use in assessing
air quality constraints on land use planning (e.g, on future
residential development adjacent to the industrial strip). A secondary
general objective was to develop models which could be adapted to

apply to other situations in the State, both on the coast and inland.

The stated objectives of KAHS had a major influence on the philosophy
and direction of work. In order to meet the first objective, it wmas
necessary for the models to be efficient (in terms of computer
resources), flexible and robust (to provide results for widely varying
conditions and scenarios without requiring significant modifications),
whilst still describing the important meteorological phenomena with
sufficient accuracy to make the results meaningful and reliable.
Accordingly, models requiring numerical solutions to second or higher
order primitive equations ~Rrere deliberately avoided, writh attention
focussing instead on relatively simple conceptual models of
meteorological phenomena which could be incorporated into algorithms
within a computer model designed to run over extensive data sets (1-2
years) at minimal cost. The first objective also confined the region
of interest to "local scale", i.e. the area surrounding industries
within which significant concentrations of primary pollutants might
occur (typically within 15 kms of the source). The second objective
(applicability of the models at other locations) led to attention
being focussed on models which could be run on routinely available
data, as opposed to models requiring specialised and/or

difficult-to-obtain data. This philosophy recognises that model
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results are often required on a timescale far shorter than that
required to collect a representative data set (1 to 2 years), and also
that the logistics of collecting such data at remote sites may be

prohibitive.

One of the main contributions of this Thesis ®rill therefore be the
degcription of a point source dispersion model optimised to meet the
independent constraints of acceptable accuracy, efficiency,
suitability for application to extensive data sets, flexibility, and
dependence on routinely available data where practicable. Other
contributions w®ill be in the form of improvements or refinements to
models of important meteorological processes and verification of these
models via field experiments. These important meteorological processes
#ill be identified in the next Section and a rationale given for the

approach adopted to investigate them.

1.2 DISPERSION MODEL DEVELOPHENT METHODOLOGY

There are three fundamental steps in defining a methodology for

dispersion model development:

(a) identify the important meteorological processes and
characteristics of the pollutant sources which together will
determiné the ambient concentrations of pollutants in the area of
interest;

(b) analyse each process or characteristic to determine how best to
simulate it for the purposes of the model, and what information
or data are required to do so;

(e) collate the findings and requirements from step (b) to determine

-3 -



the optimum means of proceeding.

An overview of model development methodology employed in this Study,
following these three steps, is given below. A series of figures 1is
included to aid the discussion. Figure 1.1 is a schematic of the
planetary boundary layer, included for the purposes of defining
various meteorological parameters to be wused 1in the discussion.
Figures 1.2 to 1.6 are schematics of important meteorological
processes which influence the dispersion of air pollutants in the
Krinana Area. In each figure, the meteorological parameters wrhich
together drive or influence the process are specified. Detailed
theoretical descriptions of the meteorological processes, including
the formal derivation of parameter relationships, ®will be given in the

Chapters which follow.

1.2.1 IHPORTANT HETEOROLOGICAL PROCESSES AND SOURCE CHARACTERISTICS

(i) Pollutant Source Location, Height and Strength

Location and height of chimneys in an industrial area are mwmajor
determinants of the spatial distribution of pollutants. These
parameters are easily specified within a computer model as three

dimensional coordinates on a base map grid.

Pollutant concentrations are directly proportional to the rate of
pollutant emission at the source. Data on pollutant emission rates for
each source can be stored as a time sequence and accessed by a

computer model.
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(11i) Plume Rise and Effect of Inversions

Buoyant chimney plumes rise and level within the planetary boundary
layer as depicted in Figure 1.2, The height of rise H will depend on
the initial plume characteristics (stack height Hs, temperature Ts,
exit velocity Vs, density ps, mass florw rates MHs) and on the

meteorology, as described by Briggs (1975).

If the temperature lapse rate r is stable (r >0), plumes ®ill run out
of buoyancy in the warmer air aloft and level out. In neutral or
unstable conditions (r £0), plumes w®will level out due to the mixing
activity in the atmosphere, ®which rill depend on surface turbulent

fluxes of heat Hy and momentum T, and the mixed layer depth h.

4 plume may commence rising into a neutral or unstable layer and then
intersect a very stable temperature inversion aloft, rRhich acts like a
"1id" with a strength Ae. If the plume temperature is still high
enough it ®will penetrate the 1lid, as illustrated in Figure 1.2, but
will not be able to disperse down through it again. If the plume is
not warm enough, some or all of it will be trapped below the 1lid and
the pollutants will be mixed back to ground 1in relatively high
concentrations. A6 is therefore an important parameter, as discussed

by Hanins (1979).

An increase in wind speed U w®ill result in a decrease in plume height

under all conditions.



(iii) Pollutant Transport

Pollutants at an elevated level in the planetary boundary layer are
advected downwmind at the speed of the wind at that height (see Figure
1.3). Concentration of pollutants is inversely proportional to this
speed. The variation of wind speed U rith height z becomes greater
Hith increasing stability (Irwin, 1979b) . These effects must be

included in a model if surface wind data are to be used.

Surface wind speed U(x,y) and direction RAD(x,y) may be significantly
modified by topography or other changes 1in surface characteristics.
For dispersion modelling over a large area, these changes may need to

be measured or separately modelled.

(iv) Mixing Height - Hithout Coastal Influences

Figure 1.4 illustrates a sequence of events frequently observed in the
planetary boundary layer adjacent to the earth's surface. At
night-time, in the absence of extensive cloud cover, the ground cools
by radiating heat upwards. The air next to the ground is also cooled
by sensible heat transfer, leading to the gradual formation of a deep
ground-based stable layer (called a radiation inversion). There is no
*1id" as such, but plumes released within the layer =®ill disperse
slowly, dependent on the amount of turbulent mixing occurring, which
in turn is determined by the surface cooling rate H, and the stress <t
(Mahrt, 1981). If clouds are present at night, their added radiation
may be enough to prevent the stable layer forming (ie. by keeping H.

small).



Shortly after sunrise, there will be enough mixing energy available
from surface heating and wind stirring ( parameterized via H, and 1) to
commence eroding the stable temperature structure and forming a well
mixed layer. The wixing and deepening of this layer ®Rill continue
through the day, probably reaching 1-2 kms depth by wmid-afternoon.
During 1its growth, turbulent mixing at the top of the layer causes a
relatively sharp temperature inversion Ae to form, which acts as a
"1id" to some plumes, as described in (ii) above. Hence it is
important to describe the daytime evolution of mixed layer height h
and inversion strength Ae in the dispersion model. The key
meteorological parameters are expected to be Hy , T and e(z)

( Tennekes, 1973).

Subsidence inversions rarely form below 1,000 m in the South Rest of
Hestern Australia and so are not a major consideration. If present, a
subsidence inversion wWill slow the groxth of the mixed layer when

mizxing reaches the inversion height.
(v) Hixing Height - Coastal Effects

Sea breezes along the H.A. coast typically take the form of a cool
current of air, 300 to 500 ®m deep at the coast, with a strong
inversion interface at its upper boundary. Pollutants released into
the sea breeze w®ill almost certainly be trapped therein. Howrever,
close to the coast, details of the sea breeze are not as important for

dispersion modelling as those of the coastal internal boundary layer

Rhen onshore flows encounter the coastline, the sudden change in
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surface roughness, heating and evaporation rates leads to the
formation of an internal boundary layer over the land (see Figure
1.5). The situation of most interest in the curreﬁt Study is the
formation of a thermal internal boundary layer (TIBL) w®ithin cool
onshore flow over warm land. In this situation the strength of
turbulence (driven by convective heating) and hence also the
dispersive capability of air within the TIBL is far greater than that
of the marine air. Figure 1.5 sho®rs a plume released 1in the stable
flow of a sea breeze and dispersing only slowly until it intersects a
growing TIBL, from where it is mizxed rapidly to ground level,
resulting in much higher short term concentrations than wrould
otherwise occur at that distance from the source. This phenomenon 1is
called “shoreline fumigation" (Lyons, 1975), and 1is a major
consideration in dispersion modelling for coastal sites. To determine
the 1location and strength of fumigation events it is necessary to
predict the rate of growth of the TIBL, which is determined mainly by
By, T, layer mean velocity U and the temperature structure of the

onshore flowm, r(2z) (Stunder and SethuRaman, 1985).

(vi) Pollutant Dispersion

After the initial rise stage, the pollutants in a plume are dispersed
by the action of atmospheric turbulence. The level of turbulent aixing
in the planetary boundary layer is commonly expressed as atmospheric
stability, varying between the extremes shown in Figure 1.6. Turbulent
velocity fluctuations ¢, 0oy and ov (orthogonal components), which
determine the rate of plume spread, may be related to various measures

of atmospheric stability. The key parameters for determining stability

-11-



are Hy, T and h (Hanna et al., 1977).

1.2.2 MODELLING HETHODOLOGY

Given the above analysis of mwmeteorological processes and the
parameters on which these depend, an optimum approach to model

development may be derived.

From inspection, the only key parameters which are provided directly
by routine near surface measurements are the wind speed U(x,y) and
direction HD(x,y). Horizontal variations of these parameters, although
usually present and measurable, can most likely be classified as
secondary effects for local scale studies over relatively featureless
landscapes (such as at Kwinana). Hixing height may be directly
measured by an acoustic sounder, but such measurement is far froam

routine.

The next class of parameters which may be identified are those which

are directly calculable from surface meteorological data. Included in

this group are:

(a) ov (from o¢s and U, where 9s is the standard deviation of wind:
direction fluctuations);

(b)) Hy and T (from tower profile measurements or heat budget

calculations).

The third identified group of parameters are those which depend on Hy
and T, plus other direct measurements. This group 1is comprised of

various measures of the mixing height h, and inversion strength Ae, as

-12-



follows:

(e Nocturnal boundary layer height h;

(d) Daytime mizxed laver height h and lid strength Ae (which depend
also on a measured morning temperature profile o(z) );

(e) TIBL height h(z) ( wmhich depends also on measurements of the

marine air temperature profile o(z) ).

The fourth group of parameters are those wmhich depend on Hy, T and h.

It may be noted at this stage that Hv, T and h may be combined =with

mean air temperature (K) and other constants to describe the full

range of atmospheric stabilities encountered in the planetary boundary

layer. Any alternative scheme for describing atmospheric stability

should be able to be related back to these parameters, unless it is

deficient. This fourth group includes:

(f) "atmospheric stability";

(g) Oy, Ou (and ov as an alternative to measurement of 0e);

(h) 0(z)/0(10) =within the planetary boundary layer (without coastal
effects);

(1) Plume levelling height H;

The final group of parameters must be treated as special cases:

(i) Potential temperature profile 6(z). For offshore floms, o(2) is
described with sufficient accuracy (for dispersion modelling
purposes) by the simulation of h and As (see (d) above). For the
nocturnal case, ©(2) might be modelled if so desired, based on
the cooling and mixing which occurs in the nocturnal boundary
layer.

(k) Sea breeze parameters; hss, QAe&ss, 6(2), r(z), U0U(z). These
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parameters might be obtained from sequential temperature and w®ind
soundings (e.gq. radiosondes tracked by double theodolite), but
such measurements would obviously be confined to intemnsive field
experiment periods. A numerical sea breeze model might also
provide reasonable estimates, but the computing resources
required to run such a model w®ould similarly limit 1its

application to short studies.

Experience at Krninana ( KAMS, 1982) and in other parts of the
rorld (e.g. Portelli, 1982) indicates that, during sea breeze
(or lake breeze) conditions, the maximum concentrations from tall
stacks ®will generally be associated with fumigation in the TIBL,
Rhich occurs or at least commences prior to the distance at which
TIBL growth is arrested by the top of the sea breeze. The sea
breeze lid is therefore of sgcondary gignificance in terms of
pollution impact, and an approzximation of hss should be
sufficient. Fortunately, the data gathered on sea breezes
indicates that their characteristics are reasonably predictable,
and that typical values of hss, v(2z), &Oegs and U(z) may be

assumed.

The above grouping of parameters has been on the basis of their
dependence on other parameters, hence defining the order in which
model computations should proceed. In practice, it is highly desirable
to streamline models in order to reduce execution time, recognising
that the final model run-time is likely to be very small compared to
the computer time utilized in developing, debugging and testing the

models. Hith this in mind, the model development undertaken in this
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Study was completed in three separate sequential parts (1i.e. three
separate models), each providing a cumulative input data set to the
next. The models and their respective output data mere as follors:

() a combined heat budget - bulk aerodynamic model to provide H.
and t (with other meteorological parameters carried through);

(ii) a mixing depth model to provide h and Ae during day and night
Hithout coastal effects (mith H¢, T and other parameters carried
through);

(ii1) a multi-source QGaussian plume dispersion model incorporating
calculation of TIBL height and shoreline fumigation, providing
ground level concentration predictions (1 hour, 24 hour, monthly
and annual averages) over a horizontal grid. Calculation of TIBL
heights =®ras 1logically included in the dispersion model, where

downrind distance from the coast was readily calculated.

The model development methodology outlined above facilitated a clearly
defined, objective study of the important meteorological processes by
optimising the quality of input data at each step. Overall savings 1in
computing costs were also significant. The methodology successfully
implemented in this Study coincides very closely Hith the
recommendations of a recent major workshop (Heil, 1985) sponsored by

the American Heteorological Society and the 0U.S.E.P.A.

The structure of this Thesis folloms the development of the models as
outlined above. Following the cutline of KAMS in Chapter 2, Chapter 3
describes various methods of computing Hv and <t and details the
development and testing of a numerical model based on the surface heat

budget. Chapter 4 provides a corresponding description of a mixing
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depth model, which does not include coastal effects, and evaluates the
model's performance against field observations. Chapter 5 deals with
methods for calculating the grorth of internal boundary layers, and
presents the results of field studies which support the chosen
formulae. Chapter 6 presents the theoretical basis of the EKAHS
multiple source Gaussian dispersion model, with particular emphasis on
the theoretical description of the shoreline fumigation process

Experimental verification of the wmodel is also presented. The
application of the model to long term simulation of poilutant
concentrations is described in Chapter 7. Chapter 8 provides a suamary

and conclusions.

The sequence of wmodel development and of the chapters in this Thesis

is depicted in Figure 1.7.

DISPERSION HODEL

-Coastal internal
boundary layers

CHAPT. S
Heat Hixing h, A8 ~Shoreline fumigation
Budget Depth CHAPT. 6
Model He, 7T Model He, =%
#1 -Dispersion of plumes
Het. Met. Het. from a number of
— ]
data CHAPT. 3 data CHAPT. 4 data point sources
-Prediction of ground

level concentrations
CHAPT. 6 & 7

FIGURE 1.7 SEQUENCE OF MODEL DEVELOPMENT
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CHAPTER 2

OUTLINE OF THE ERINANA AIR MODELLING STUDY

An outline description of the Ksinana Air Modelling Study is given
here to establish the context within which most of the work described
in this Thesis was carried out and, in particular, to describe the

main sources of ezperimental data.

2.1 STUDY BACKGROUND

The Erinana industrial area is depicted in Figure 2.1, Hajor
industries identified on the map (mainly along the coast) include an
alumina refinery (Alcoa), an 880 MHH powmer station (SEC), a blast
furnace and steel rolling mill (AIS), an o0il refinery (BP), a
fertilizer rorks (CSBP), a nickel refinery (HMC) and a cement works
(CC). These and other smaller industries produce a variety of gaseous
emigsions. The emission of most significance from a health viewpoint,
and the only one which was considered in EAKS, 1is sulphur dioxide
(S02) produced primarily by the combustion of fossil fuels. As may be
seen from Figure 2.1, there are sizable areas of urban development
adjacent to the industrial strip. The small pockets of wurban
development at WHattleup and Hope Valley are poorly placed relative to
the industrial area, being very close and downwind in sea breeze
conditions. The first major investigation of air pollution in the
Ewinana area was the Coogee Air Pollution Study, conducted in 1973-74.
That Study was initiated to evaluate an urban development proposal for

a tract of land immediately north of the industrial area. Hhilst the
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Study was successful 1in opposing the development, primarily on the
basis of S0:2 monitoring results, it also highlighted a 1lack of
knorledge in the science of dispersion modelling applicable to coastal
areas in the south-wmest of the State. The need for such a modelling
capability was clearly recognised, in viem of the potential for
ill-informed land use planning decisions such as had led to the siting
of the Hattleup township. The Kwrinana Air Hodelling Study =ras

initiated as a direct result of this identified need.

KAMS was designed specifically as a study to develop modelling
techniques which would be suited to a variety of applications,
including 1land use planning, environmental impact assessment and
pollution surveys. Accordingly, the wmonitoring of ambient SOz
concentrations at a fer locations mas undertaken to provide data for
comparison ®with model results, rather than to provide a representative
picture of regional pollution levels. Continuous meteorological and
emissions monitoring was undertaken to provide a data base for
dispersion models, and three major field experiments were conducted to
provide comprehensive data sets against which to test the various

models. A summary of these components of KAMS is given below.

2.2 EMISSIONS INVENTORY

Each of the previously mentioned major industries cooperated by
supplying a continuous record of S0: emission rates and other

important emission parameters throughout the Study period.

The format and resolution of the data varied significantly for the

_19-



different industries, necessitating tailor-made procedures for
digitising and processing the data in each case. Processed data from
each 1industry was collated into a single file suitable for é multiple

source dispersion model.

2.3 METEOROLOGICAL AND SULPHUR DIOXIDE HMONITORING

Tro base meteorological stations were operated throughout the study to
provide a continuous record of important meteorological parameters. As
shown on Figure 2.1, Base Station 1 was located in the WRattleup
residential area and Base Station 2 further south at Kuinana.
Following the acquisition of additional equipment in late 1979, Base
Station 2 was relocated to a site at Hope Valley (Base Statiom 3). 4

photograph of Base Station 1 appears in Figure 2. 2.

Base Stations 1 and 2 both comsisted of an instrumented 10 m tower and
an air-conditioned caravan housing electronic signal conditioning
equipment, a continuous sulphur dioxide monitor and data logging
equipment. The meteorological sensors used at these base stations, and
the manufacturer’'s specifications for these sensors, were as follows:
- Aind Speed (10 metres): MRI model 1074 cup anemometer, consisting
of a 1light bulb-photocell assembly, a light chopper disc and a
tachometer to compute wind speed.
Range 0 to 35 m/sec, Accuracy 0.1 m/sec.
- Hind Direction (10 metres): MRI model 1074, consisting of a
ganged twWo-section potentiometer and a resistance-to-voltage
conversion circuit.

Range 0 to 540 degrees, Accuracy 3 degrees.
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- Air temperature (10 metres): HRI model 842, consisting of an
aspirated dual thermistor and resistor network =with a
resistance-to-voltage conversion circuit.

Range -30 to 50 °C, Accuracy 0.15 °C.

- Dew Point (10 metres): HMRI model 892, consisting of an aspirated
lithium chloride sensor with bifilar rRire electrodes.
Range -50 to 50 °C, Accuracy 1.5 °C.

- Solar Radiation: HRI model 860, comnsisting of an Eppley Black
and Rhite Pyranometer with a high precision amplifier.
Range 0 to 1400 H/m?, Accuracy 2.5%.

- Sigma Theta (10 metres): HRI circuit 1431200 broviding a
continuous real-time standard deviation measurement of the wind
direction from its mean over a 3-minute period.

Range 0 to 45 degrees, Accuracy 2.5%.

Continuous air sampling and analysis for sulphur dioxide was carried
out using a TRACOR 270HA atmospheric sulphur analyser. In the TRACOR,
sulphur dioxide concentrations are determined by using an automatic
gas chromatograph to separate the sulphur dioxide from other gases,

and then passing it through a flame photometric detector.

EDAS 16 data loggers manufactured by Digital Electronics wWere used to
record 10~minute averages of all parameters. The wunits utilize
voltage-to-frequency converters and high speed counters to provide
accurate scalar averages of the input signals, thus avoiding the

aliasing errors inherent in many other logging systems.
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analysis of the meteorological data from the Kwinana Base Station
(Base Station 2) shored that the site was less than ideal for the
purposes of model development and validation. As mentioned above, a
new site at Hope Valley mas subsequently chosen as more representative
of the whole of the study area. Base Station 3 was established at this
new site in late 1979. The opportunity was also taken to significantly
upgrade the Base Station. A 27 m tower was installed rmith wind and
temperature being measured at two levels as seen in the photograph of
the Station in Figure 2. 3. Briefly, the additional sensors installed

at Hope Valley were:

- Hind Speed, Hind direction, Air Temperature and Sigma Theta at 27
metres, all having the same specifications as their counterparts
at 10 metres at Base Station 1.

- Net Radiation: Middleton Instruments net pyradiometer with
pbecision amplifier.

Range -700 to 800 R/m?, Accuracy 3%.

- Relative Humidity at 10 metres: Vaisala humidity meter with
precision amplifier.

Range 0 to 100%, Accuracy 5%.

- Soil‘Temperature at 0.5 cm: Analog Devices, tro terminal IC
temperature tramnsducer with associated circuitry for current to
voltage conversion.

Range 0 to 90 °C, Accuracy 0.5 °C.

- Soil Heat Flux at 1 cm: HMiddleton Instruments heat flux plate

Rith precision amplifier.

Range -150 to 200 W/m?, Accuracy 5%.
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Cassettes produced by the data loggers operating at the two Base
Stations contained all the 10-minute average information from the
meteorological and pollutant monitoring instruments. Additional
information relating to instrument calibration, maintenance and

general operation of the Base Station was recorded in log books.

The digital cassettes w®ere read under program control to temporary
magnetic cartridge storage on a mini-computer. This transfer allowed
for the deletion or modification of records which were knouwn to be of
doubtful quality. The rawm data were then plotted by the wmini-computer
to reveal any data errors or anomalies which had not been indicated in

the log books, folloming which appropriate adjustments were made.

The corrected data were transferred to the central computer for final
processing involving the application of predetermined calibration
expressions to produce a time series of 10-minute average parameter

values.

Data recovery rates from the meteorological base stations were
generally very good, as 1illustrated 1in Table 2.1 which gives
statistics for Base Station 1 over the full period of data collection.
The period July 1979 to June 1980 was selected as the best period, and

used in the final modelling exercises.
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Table 2.1 Data recovery from Hattleup Base Station for the

period 16 June 1978 to 2 February 1981,

INSTRUMENT PERCENTAGE RECOVERY
Hind speed 86. 2
Rind direction 96. 2
Sigma Theta 96. 2
Air temperature 97.3
Solar radiation 97.3
Dew point * 98. 8
Sulphur dioxide 79.5
Data logger 97.3

* jnstalled 25.4.79

4 monostatic acoustic sounder #®as operated by MHurdoch University at
the site marked on Figure 2.1. This instrument did not provide a
continuous record, and therefore the data were used for comparison
with other estimates of mixing depth rather than direct input to the
dispersion model. A& second more powerful monostatic acoustic sounder
ras operated for short periods (notably during field experiments) at

the Base Statiom 3 site.

Five continuously recording Lambrecht Hoelfle anemometers were located
in the study area to determine the wind field over the region. The
instruments were mounted on wooden posts at a height of approximately

10 metres above the ground at sites shown in Figure 2.1.

In addition to continuous sulphur dioxide monitoring at the Base

Station sites, air sampling for the determination of 24-hour average
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sulphur dioxide concentrations at EKwinana was carried out wusing
sequential samplers at nine gites (Figure 2.1). The analytical
technique wused in this wWork was a modified version of the
pararosanaline wmethod (FHest and Gaeke, 1956). Adjustments wrere made
for the temperature-dependent decay rate of the absorbing complex for

the computation of 24-hour average sulphur dioxide concentrations.

2.4 FIELD STUDIES

Three field studies were conducted during KAMS, as follosms:

A. 2nd March 1978 - Study of Dispersion in the Sea Bree:ze
Inert tracer gas was released from a tall stack and sampled at 21
sites‘ downwind of the stack, out to about 8 kms. Plume rise wmas
estimated via photography of black smoke releases. Slow ascent
radiosondes, tracked by double theodolites, gave vertical
temperature and velocity profiles. Acoustic sounder data and Base

Station data were also available.

B. 31st January 1980 - Study of Dispersion in the Sea Breeze
This experiment repeated the previous experiment with the addition

of surface turbulent flux determination at Base Station 3.

C. 29th October 1980 - Study of Radiation Temperature Inversion
Erosion
A record of the erosion of a ground based inversion was obtained
from hourly radiosonde releases and an acoustic sounder record.

Additional measurements at Base Station 3 allowed confident
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determination of surface turbulent fluxes. The major industrial
plumes were photographed at regular intervals to provide a visual

record of plume behaviour as the inversion was eroded.

A4 detasiled discussion of the experiments of 31st January 1980 and the

29th October 1980 will be given in the chapters which follonr.
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CHAPTER 3

ATHOSPHERIC SURFACE LAYER TURBULENT TRANSFERS

Turbulent transfers of heat, moisture and momentum in the atmospheric
surface layer have been the subject of intense study over the past
three decades. These fluxes must be included as boundary conditions in
any modelling study of the lower atmosphere, and hence their accurate

specification is of major importance.

As a result of this research, a variety of methods have been proposed
for calculating the turbulent fluxes from measurement of mean flow
parameters. The method adopted in the current Study, based on a heat
budget in the atmospheric surface layer, is described in Section 3. 3.
The preceding Sections provide a discussion of theory which forms the
basis of either the heat budget model, an alternative tower-profile
method, or both. The tower—-profile method was developed to provide a

basis for model evaluation as described 1in Section 3.4.

3.1 SURFACE LAYER FLUXES AND PROFILES

3.1.1 SURFACE LAYER SIMILARITY THEORY

Monin and Obukhov (1954) proposed, on the basis of dimensional
analysis, that any mean property of the turbulent flow may be
described in terms of the dimensionless variable z/L, where z 1is the

height above the ground and L, the Monin—-Obukhov length, is defined as

..28..



pCe Uls T
- (3. 1)
kgH.

Here, P 1is the air density, Cp, 1is the specific heat capacity of air,
us 15 the friction velocity, T is the mean absolute air temperature, k
1s the von Karman constant, g is gravitational acceleration and H, 1is
the sensible heat flux. L is a measure of the height of the sublaver
Rithin which thermally induced effects are not dominant. The buoyancy
effect of mater vapour may be incorporated via the virtual temperature
Tv = T(1 + 0.61q) to give

pu{sTv
L= - (3.2)
kg( He/Cs + 0.61TE}

gshere q is the specific humidity and E is the mass flux of wrater

vapour, (i.e. the evaporation rate).

Following HMonin and Obukhov's hypothesis, the gradients of wind,
potential temperature and specific humidity may be expressed as

functions of the stability parameter z/L:

30 Ua

— = — aun(2z/L) (3.3
3z kz

Je 82

—— = = du{z/L) (3. 4)
9z kz

3

9.3 ez (3.5)
dz kz

"rhere U is the wind velocity and ¢ is the potential temperature. The
subscripts M, H and H refer to momentum, heat and water vapour
respectively. The friction velocity and other terms Aith subscript "*"

are defined in the definition of the various turbulent fluzxes:
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T

= = ~u'®W' = UelUs (3.6)
P

Hs —

— = 8'R' = —Ua0a (3.7)
PCs

E —

- = q' & = -UeQe (3.8)
P

As 1s conventional, primes indicate the fluctuating component of a
variable and the overbars denote a time averade. T is the stress, or

negative momentum flux.

The development of instrumentation to directly measure turbulent
fluxes of momentum, heat and moisture has permitted precise evaluation
of the ¢ functions. Dyer (1974) summarizes the various proposed forms

and concludes that the following are most acceptable.

Unstable:
on = [1 - viz/L)17 /" (3.9)
oy = &y = [1 - v(z/L)17 /2 (3.10)
fshere v = 16,
Stable:
by = oy = oy = 1 + x(z/L) (3.11)
vrhere x = 5,

Hicks (1976), 1in a re-analysis of the H®Rangara data (Clarke et
al.,1971), found that (3.11) holds only for slightly stable conditions
(0 < 2/L < 0.9). For higher stabilities, he found that velocity
profiles depart from the log-linear form of (3.11) toward a purely
logarithmic form (4w constant), but that this state is never reached.
He further observed that in very stable conditions, the profile above

a few metres becomes linear wRith height, indicating a decoupling of
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this air from the surface, 1i.e.
di/dz = cus/( kL) (3.12)
so & = cz/L ’ (3.13)

~

"rhere ¢ 1s a constant (c 2 0.8)
Carsons and Richards (1978) lend their support to Hicks' (1876)

findings and provide an empirical formula for the transition between

(3.11) and (3.13):

ow = (8 - 4.25(z/L)"Y + (z/L)7%1, (0.5 < z/L ¢ 10) (3.14)

Fhile 1t is well established that ¢ = oy = @y for (0< z/L <0.5) there
is currently no information on the relationship between the ¢
functions at higher stabilities. It is assumed here that they are

equal.

Following Paulson (1970) (3.3) to (3.5) may be integrated to the form:

U= -'-;—'—[1:1[-:-0) = (3.15)
o - 8o = -El ln(':'u) = (3.16)
q- qo = 5:—'[1:1(5“) - ) (3.17)

rRhere 2o, 2u, 2u, are roughness lengths and subscript 0 indicates

surface values. The ¢ functions have the form

dg (3.18)

g o1 - el
$ = —_—

Lo g

where § = 2/L and Lo = 20/L, 2zu/L, or zu/L as appropriate.
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In neutral conditions (¢ = 1), ¢ = 0 and (3.15) to (3.17) reduce to

the familiar logarithmic profiles.

Paulson (1970) gives analytical solutions to (3.18). For the ¢
functions of (3.9) and (3.10) integration yields

2lnl(1 + x)/2) + 1lnl(1 + x?)/2) - 2Tan"'x + w/2 (3.19)

L]

it

21nf¢1 + x?) /21 (3.20)

¥u Yy

Rhere x = (1 - v(z/L)1''*  For ¢ given by (3.11)

by = -x(z/L) (3.21)

L]

bn Py

Carson and Richards (1978) evaluate ¢ numerically for the two regimes
where (2z/L) > 0.5, given by (3.13) and (3.14). Alternatively, to
obtain an analytical solution, ¥ may be evaluated separately for each

regime.

For (0.5 < ¢ <€ 10}

€
il

0.5 1 - (1) g 1 - (L)
T CY CRETEN

o g 0.5 g
= 0.54"2% - 4.25¢"' - 71n(g) - 0.852 (3.22)
For ¢ > 10
0.5 1 - &(&) 10 1 - &%) 1 - olE)
= J R L. 22 dg + J -8 dag + Jq S L) dg
Co 14 0.5 ¢ 10 14
= 1ng - 0.76% - 12.093 (3.23)

In obtaining the above results the lower limit of integration, &o, has
been taken as equal to 2ero. This approximation is obviously
acceptable for smooth surfaces, where zo, zw and zu are very small,

but it would seem to be dubious for rough surfaces. However, Garratt
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(1978a) has shown that the profile relations themselves only hold for
heights 2z > 100z0. Below this level the flow is modified by the wakes
of individual roughness elements, producing a transition region where
the diffusivity of momentum and heat is enhanced and, as a result, the
gradients of windspeed and temperature (4w and ¢w) are smaller.
Similar behaviour is envisaged for vapour €1§x. If measurement heights
are kept above the transition layer then the approximation &o¢ % 0 =®ill

automatically be satisfied.

3.1.2 BULK AERODYNAMIC FORMULAE

It is feasible to determine turbulent fluxes from measurements of the
vertical gradients of wind, temperature and humidity, using the theory
presented thus far. Alternately, an integral approach may be used,
fhere mean differences rather than gradients need to be measured. The

bulk aerodynamic formulae, folloring this approach, may be w®ritten in

the form

v = 2

- — = UuWR = - daus = ~Co¥ (3.24)
P

Ho P

— = 'R' T - uabs = - Cul(6 - 00) (3.2%)

pC,

E N

'; = q'®' = - usgqs = - CuB(g-qo) (3.26)

Co, Ch and Cu are the respective bulk transfer coefficients., U, ¢ and
q are measured at some reference height (usually 10 metres) and
subscript 0 again refers to surface measurement. Given the Ridely
reported result that Cu % Cu (e.g. Hicks, 1975), implying that

zu # 2Zu, these Rill be treated together with a single subscript, HE
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Considering the theory discussed in preceding Sections, it is obvious
that the bulk transfer coefficients ®"ill not be constants, but ®ill be
strongly dependent on stability. Several authors (Deardorff, 1968;
Carson and Richards, 1978) have investigated this dependency. A
similar analysis yields the following relations:

Cuw = K?/0(Lln(2z/z0) = $m)(ln{z/znu) = $uu)] (3.27)

Co = k2/(1n(z2/20) - wu)? (3.28)
For a given stability z/L, ¥vwu and ¥w can be evaluated from (3.19) to
(3.23). However, z/L 1is itself a function of the turbulent fluxes, so
the fluxes cannot be explicitly calculated. Hicks (1975) suggests an
iterative method of solution which works very well. The fluxzes may be
calculated from (3.24) to (3.26) using provisional estimates of the
transfer coefficients Cp and Cyu. A provisional estimate of z/L may
then be obtained from (3.2) and used to correct Co and Cuy via (3.27)
and (3.28). The process is repeated until z2/L converges

satisfactorily.

Neutral values of transfer coefficients may be calculated from (3.27)
and (3.28) (with ¢u = Yyu = 0) given values of 2o and zwu, wWhich in
turn must be determined experimentally. Determination of values

appropriate for KrRinana is described in Section 3.3. 4.

3.1.3 COMPUTING TURBULENT FLUXES FROWM TRO-LEVEL TORER HMEASUREHMENTS

Continuous measurement of wind speed, temperature and humidity at two
levels on a tower gives the wminimum data set ®hich will allow

computation of stress, heat and moisture fluxes without some knowledge
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of the surface properties. The major disadvantage of this procedure is
its sensitivity to measurement errors at either level, whether due to
calibration error or long-term drift. Small absolute errors (e.g.?
0.2°C) , acceptable for mean measurements, may be wunacceptably large
when computing differences of the parameters between the two leve}sA
For continuous monitoring purposes, the procedure demands precision
instrumentation and frequent calibration checks. Furthermore, Rith
only two levels, no redundant information is available to check the

applicability of the flux-profile theory.

Heasurement of humidity or a related parameter proved problematic in
KAMS as it has for other research efforts (McKay, 1978). At no stage
Ras continuous measurement of humidity at two levels contemplated.
Measurement of wind speed and temperature at two levels was conducted
at the Hope Valley Base Station on a research rather than routine
basis. HRhilst Hs and T may be confidently estimated during fine
Weather, the effect of moisture flux on stability, described in (3.2),
becomes important when the surface is moist following precipitation.
The purpose in computing H. and T from tro-level tomer measurements in
thié project was to provide a check on the main method, to be

described in Section 3. 3.
Two methods of computing H:. and 1 are described below; the first (&)

using only tower data and the second (B) making use of a predetermined

value of 2zo.
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Hethod A

Using two-level tower measurements, gradients of velocity and
temperature may be calculated as indicated by Paulson (1970), e.g. for
velocity:

30/3z =(02 - U1)/l(z221) "' ?1n(22/21)]1 (3.29)
which holds at the geometric height

z = (222¢)%7% (3.30)
vhere 22 > zZ1. Alternatively, the gradients may be calculated from
formulae given by Hicks (1976), (e.g. for velocity),.

d0/3z =(Uz2 - Uy) /(22 -24) (3.31)
which holds at the height

z = (22 ~ z1)/1n(z2/24) (3.32i
This calculation is exact in neutral conditions and 1is accurate to
* 6% over the usually encountered stability range. Neglecting moisture

effects, the Richardson number appropriate to height 2z may then be

calculated:
g J6/3z
i = = ——2 (3.33)
T( 30/ 32) 2

From this, and the general relationship Ri = (z/L)(Qu/an), L may be

computed:

L =2/Ri, (Ri < 0) (3.34)
L = 2(1 - xRi)/Ri, (0 £ Ri £ 0.143) (3.38%)
Ri = (2/L)/08 - 4.25(z/L)"!' + (2/L)"%), (0.143 ¢ Ri < 1.318) (3.36)

These relations are readily derived from (3.1), (3.33), (3.3), (3.4),
(3.9) to (3.11) and (3.14)., For stabilities higher than z/L = 10, Ri =
1.318 1is constant. In other words, stabilities greater than z/L = 10

cannot be resolved by an analysis of the Gradient Richardson HNo.
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Given z/L and the previously calculated gradients of velocity and
temperature, us and 6. are calculated from (3.3) and (3.4). H. and =<

then follow from (3.6) and (3.7).

Heasurement inaccuracies for mind and temperature differences between

the two levels are directly reflected in T and Hs.

Method B

If zo has been determined with some confidence, it may be used in the
determination of <t and H,. As ®ill be seen from the following, only

one Rind speed measurement level 1is required, Hith an associated

potential saving in capital and operating costs.

Development of the "bulk”™ formulae used by this method is similar to

that described in Sectionm 3.1.2, but is set out in full for clarity.

& bulk equation for sensible heat is written as

Be = - Ua®a = pCpC'ul2(62 - 04) (3.37
where C'w is a modified transfer coefficient to be defined later.
Stress, as before, is given by

T = - pCol2? (3.38)

Equation (3.3) is integrated between zo and z2 (as in (3.15)) to give

Uz = (ua/KI0In(22/20) — ¢n(&2,80)1 (3.39)
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G2 1 - ou(L)
Rhere Yu(g2,%80) = c —“-;r*——“ dt , ¢ = z/L as before. (3.40)
0

Similarly, (3.4) may be integrated between z: and z2 to give

(82 - 0¢4) = (B8a/K)(1n(z2/21) - wu{&2,81)] (3. 41)
2 1 - ou(8)
Rhere $u(g2,81) = . ——~Z————— dag (3.42)
1

In neutral conditions, (3.37) to (3.42) yield
Cow = k2/01n(z2/20)17% (3.43)

C'un = K2/01n(z2/20)Lin(22/21)] (3.44)

Onder non—-neutral conditions these same equations yield
Co = k?2/01n(z2/20) - $ul(Z&2,%o)12 (3.4%)

C'u = K?/{l1ln(z2/20) - ¥n(Z%2,%0)101n(z2/21) - wu(&2,81)1} (3.46)

If, as is common, a Bulk Richardson Number is defined as

Ris = g22(02-04) /(T V2?) (3.47)
it is readily shown that

Ris = (z2/L) 9(&2,&1, Lo) (3.48)

where 3(%2,%:,%0) = (1n(z2/21) - $u(&2,81)1/01n(z22/20) - ynl{Z2,50)17

Equation (3.48) may be plotted and so used to obtain either estimates
of z/L from measured Ris, or an empirical expression for z/L ~ f(Risg).
Alternatively, H¢, T and L may be determined by an iterative scheme

similar to that described in Section 3.1.2

Berkowricz and Prahm (1982b) describe a flux calculation procedure
which is similar to the above, although they report problems in

obtaining an iterative solution in stable conditions. Use of Hicks'
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(1976) and Carson and Richards' (1978) recommended forms of the ¢
functions (see (3.13) and (3.14)) avoids the iteration problem and

gives a stable rapid solution for all values of z2/L.

The apparent advantages of Method B over Method A& are as follosus.
Given the presence of measurement 1inaccuracies 1in =ind speed and
temperature, Ris can be determined with much greater confidence than
Ri mhich has the term (Uz - O¢)? in its denominator. Whether Ris 1is
used expliecitly or implicitly (iterative scheme), the method is more
stable, being sensitive to temperature difference inaccuracies alone.
It does not suffer the error associated with calculating gradients in
non-neutral conditions (albeit small) and, as stated above, requires
only one wind measurement. The major disadvantage mith Method B is in
the uncertainty of the specification of 20 (and hence Cp and C'w).
Roughness may possibly vary dynamically and may also vary with wind
direction, an effect which could be accounted for if correctly
determined. Berkowicz and Prahm (1982b) have assessed the potential
errors associated with two-level wind speed measurement and roughness
length determination and have argued that, provided z2 » 20 , the

latter error is likely to be much smaller.

Comparative testing of the two methods using data from two separate
daily cycles gave closely corresponding results, as expected. Method B
has been chosen as the standard method for comparison with alternative

schemes, on the basis of the advantages described above.
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3.2 HEAT BUDGET HETHODS EMPLOYING SURFACE RESISTANCE CONCEPTS

The methods for turbulent flux calculation described thus far in this
Chapter have relied on parameterization of the turbulent velocity,
temperature and humidity fluctuations, and the associated turbulent
fluzxes, in terms of the mean components of each of these variables
Hence, for example, formulae for the heat flux e' W' have included mean
velocities and temperatures. An evaluation of the heat budget 1in the
surface layer of the atmosphere provides an additional 1item of
information which may be utilized in determining the magnitude of
turbulent heat fluzxes. The heat budget may be exzpressed in the form

G -R+ He + H. =0 (3.49)
where €6 is the ground heat fluxz, R is net (short-mave plus long-wave)
radiation and H. is latent heat, given by

He = AE (3.50)
The parameter A is the latent heat of vaporization. In (3.49), H;, and

Hy are positive upward, while R and G are positive downwrard.

The heat budget relation has been used in many different =mays to
develop computation schemes to suit various situations. For example,
(3.49) may be re-expressed as

H. = (R =-G)/(1 + 1) (3.51)
where i is the Bowen Ratio given by

A = He/He (3.52)
This ratio may be evaluated from the Dbulk aerodynamic formulae in

(3.25) and (3.26) rewritten here for convenience:

He PCrCuli( 80 - 8:) (3.53)

He PACuU(qgo - qi) (3.54)
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rRhere subscripts 0 and 2z refer to the surface and a reference height
respectively. Given the equality of Chy and Cu 1indicated in Section
3.1. 2, the Bowen Ratio becomes

B r(ee - 8:)/(gqo - q:) (3.55)

rhere r = Cp/A. The temperature and humidity differences may in fact
be taken betreen any two levels in the surface layer, given the
similarity of the profiles of these two variables in the surface
layer. It can be seen that the Bowen Ratio method provides a means of
estimating latent (and hence also sensible ) heat flux without the

requirement for wind speed data.

An alternative well knowrn method for calculating heat fluxes 1is that
of Penman (1948). This method employs an alternative combination of
the heat budget and bulk aerodynamic formulae set out above, and 1is
clearly explained by HRebb (1975). For a saturated surface, the Penman

Equation takes the form:

S v
H. = —(R - G) + ——AxEa (3.56)
str s+r

rhere B, = pCyl{q:" - qa).

The parameter s 1is the slope of the saturation curve dq'/de at a
temperature o midray between 6o and ©:, and superscript s refers to
saturated conditions. HWhereas the Bowen Ratio method avoids the need
to measure wind speed, the Penman equation provides an estimate of
latent heat (and hence also evaporation and sensible heat) from mean
meteorological measurements at a single height. The Penman Equation
still includes explicit dependence on the surface conditions via the
transfer coefficient Cy, which is a function of surface roughness and

atmospheric stability, as per (3.27).
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If the surface is not saturated, then the Penman Equation becomes:

s r
H. = (R - G) + —(AEa = ABao) (3.57)
str s+r

where Eao = pCull(qo® - qo).

This formula is now explicitly dependent on specific humidity at two
levels, one being the surface. Specific humidity at the surface 1is
ocbviously not a routinely measured parameter, and so researchers have
tended to search for alternative parameterizations of the term Eao.
The most Ridely accepted approach, also described by Hebb (1975), 1is
to define a surface resistance parameter, rs, w®which is designed to
provide a measure of the resistance to the transfer of vapour through
the surface. The surface may be a combination of vegetation and bare

earth., By definition,

E = plgo® - qgo)/re (3.58)
For convenlience, an atmospheric resistance parameter r. 18 also

defined by

E = p(qo - qz)/ra (3.59
which, from (3.54), means that ra = 1/(Cul). Penman's Equation may

then be re-expressed as:

He = (s(R = @) + rAaEa1/(s + v{1 + rs/ra)ld (3.60)
The problem now reduces to one of evaluating r.. Some of the necessary
considerations and approaches followked in evaluating r. are summarized

below.

Most ~RrRork which has employed the surface resistance formulation has
been directed towards studying evapotranspiration from crops, forests

or other types of vegetation (Monteith, 1973; Raupach and Thom, 1981).
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Evapotranspiration predictions are required for a variety of reasons,
including agricultural and forestry research, and as an input to
mesoscale or global atmospheric models. The concept of surface
resistance i1s meaningful when considering the transfer of water vapour
through leaf stomata, which open and close to regulate the rate of
vapour transpiration in response to various stresses on the
vegetation. External stresses which are knosn to affect the
transpiration rate are:

(15 degree of saturation of the soil in the root zone of the plant,
which is 1in turn dependent on the history of rainfall, drainage
and solar drying of the soil;

(ii) level of global radiation. Stomata are generally closed at night
in the absence of sunlight;

(iii)ambient temperature;

(iv) presence of dew,

Many attempts to parameterize r, 1in terms of these stresses are

reported 1in the scientific literature, varying widely in their degree

of empiricism . Smith and Blackall (1979) present a coarse
categorization scheme for r. (fhich varies over the enormous range of

0 - 4000) derived by matching Honteith's (1973) formula "ith

independent estimates of heat fluxes. Berkowricz and Prahm (1982a)

propose a simple empirical formulation for rs ®hich incorporates an
intriguing mixture of diagnostic variablesf At the other end of the
scale, Deardorff (1978) presents an elaborate, complicated computation
scheme for rs and other terms in the heat and moisture budgets within

a layer of vegetation. This scheme has subsequently been incorporated

in a mesoscale numerical model described by HMeCumber (1980). 1In

summary, it is apparent that the response of vegetation to the various
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external stresses is very complex and ®will be the subject of much
further study before any generalized, Ridely accepted

parameterizations of rs appear.

Despite the high degree of uncertainty about how to estimate r. and
the cumbersome nature of computation schemes, the surface resistance
method still retains its attraction for many applications. For
example, if mesoscale or regional predictions of turbulent surface
fluxes are required, it 1is obvious that one or a fer local
measurements or predictions of these fluxes Rould not be
representative, particularly if the density of vegetation cover varies
acrogss the region of interest. 1In this situation one would seek a
spatial description of surface fluxes based on information about the
spatial distribﬁtion of vegetation, water bodies, etc. The surface
resistance method lends itself to this type of investigation. For
example, the method is embodied in a study by Carlson et al. (1981) in
Rhich infrared satellite teﬁperature measurements wrere used to
determine the distribution of surface heat and moisture fluxes over

urban and country areas.

The applicability of the surface resistance method to a local
atmospheric dispersion study in a region of dense vegetation is less
clear howvever. These types of studies generally employ a number of
monitoring stations at representative locations, complete Rith data
acquisition equipment. Therefore, the application of one of the
measurement techniques (e.g. tower profiles, eddy correlation) may
prove more viable, both in terms of ease of implementation and quality

of results, than the application of a scheme for estimating r.. The
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requirement in air quality studies of short term accurate estimates of
turbulent fluxes over dense vegetation is thought to be stretching the
limits qf the capability of the surface resistance method. And, if the
heat budget concept 1is to be applied in this context, there is no

current alternative to a complex paramaterization scheme for r,.

At this juncture it 1is necessary to introduce a significant yet
justifiable limitation to the scope of this aspect of the current
Study, the need for which became apparent during the review of methods

for estimating surface turbulent fluxes.

It mas recognised that, although the heat budget method was not
clearly viable for densely vegetated regions, it could be applied in a
simplified form to sparsely vegetated areas. Along the’south nest
coast of HWHestern Australia, areas adjacent to the coast (such as
Krinana) are characterised by sandy soils and sparse scrubby
vegetation wrhich is shallow rooted. Consequently the transpiration
rates are likely to be strongly correlated and in phase with soil
surface moisture and so may be modelled as a simple amplification of
soil evaporation. Based on this assumption, the need for complicated
schemes for estimating rs can be avoided, ®"ith attention being limited

to describing evaporation from the soil.

Apart from the coastal plain in the south west, the bulk of the State
could be described as sparsely vegetated relative to the forest areas
of the south mest. Huch of this sparse vegetation regulates its
transpiration rate so that it can survive the dry seasons. Therefore

the above assumption is thought to hold as a good approximation for
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the bulk of the State. This assumption would lose validity in areas
Rith a significant density of large trees which tap 1into groundwater
aquifers and do not regulate their stomatal resistance in dryer

periods.

In view of the above, and in the light of the Study objectives spelled
out in Chapter 1, development of methods for estimating turbulent
fluxes from routinely available meteorological data was limited in
application to areas of sparse vegetation. This limitation amounts to
a recognition that the complications imposed by dense vegetation rule
out a simple approach employing routine data. The limitation applies
to surface flux determination only; it does not 1limit the
applicability of the components of air dispersion modelling to be

described in forthcoming Chapters.

Vapour loss from the soil is generally considered as a component of
the total evaporation which is accounted for nitﬁin the surface
resistance method. In the 1limit of sparse or no vegetation this
approach requires description of r. related to the soil properties and
behaviour only,. At this point it should be recognised that, whereas
surface resistance is a meaningful concept when considering the
behaviour of leaf stomata, it does not have a corresponding tangible
meaning when applied to soil. Hhat 1is 1in fact meaningful 1is the
recognition that the evaporation rate is directly dependent on the
level of saturation of the soil surface, as reflected in the surface
specific humidity qo. Introducing v« only serves to cloud the issue.
This point is illustrated by the discussions of Hebb (1984), Berkowicz

and Prahm (1982a) and Smith and Blackall (1979) where the dependence
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of rs on the state of soil dryness is seemingly rediscovered from
field data. Delleer-Amissah et al. (1981) make the astounding
observation that "there 1is also some indication that rs decreases

rapidly soon after rainfall".

Another aspect of the surface resistance method which gives cause for
concern 1s the practice of closing the equation set by parameterizing
the soil heat flux in terms of one of the other heat budget
components. A common method, as used by DeHeer—Amissah et al. (1981),
is to apply a relationship betwreen soil heat flux G and net radiation
R. Others, such as Berkowicz and Prahm (1982a) seek a relationship
between G and sensible heat flux H,. VYan Ulden and Holtslag adopt a
curious approach in wrhich G is assumed to be proportional to (60 - 9;)
(i.e. proportional to Hs), which is in turn assumed to be proportional
to R. (It may also be noted here that the use by these authors of an
adjustable coefficient, «, to account for the effect of surface
moisture on Hs 1is of 1little practical value since no generally
applicable means of determining « is provided, nor is such likely to
exist.) Deardorff's (1978) comment in regard to these types of methods
is very relevant;
"... since the negative soil heat flux equals the sum of all the
atmospheric fluzes (as stated by the surface energy balance
equation), any assumption that it 1is proportional to any
particular component, or partial set of such components, seems

dangerously nongeneral.™

Even if such proportionality can be demonstrated to exist for the bulk

of averaged data for a particular location, it w®ill certainly not
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exist for short term averages (e, gq. 10 wminutes - % hour) during
transition periods around sunrise and sunset. For example, there is a
period of a few hours around sunset after a hot day when strong
positivé values of Hs w®ill accompany negative values of G. The
converse W®W1ll be true after dawn following a cold cloudless night.
These transition periods (particularly in the morning with a radiation
inversion present) are very important in terms of pollution potential
and so0 require accurate description. The transitional cooling of the
ground close to the coast following the onset of a sea breeze 1is

another case in point.

To summarise, the flux computation procedure ideally required for
sparsely vegetated areas is one which employs a direct approach for
calculating evaporation from the soil (i.e. avoids the surface
resistance concept) and ®rhich employs a refined closure method for the
equation égt to enable the accurate calculation of fluxes necessary to

compute atmospheric dispersion.
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3.3 A HEAT BUDGET MODEL BASED ON SURFACE TEMPERATURE AND HMOISTURE

SIMULATION

The concept of a heat budget in the atmospheric surface layer can be
ultilised along lines wrhich differ from its conventional application
to generate a model of surface turbulent fluxes rhich is more suited
to the application of dispersion modelling. The important features of
the model described in this Section are:

(1) surface temperature and humidity are directly computed, negating
the need for a surface resistance parameter;

(ii) closure of the equation set is performed without the need for
empirical relationships between terms in the heat budget
equation;

(iii) the effects of atmospheric stability on turbulent fluxes is
included;

(iv) short term (e.g. 10 minute) averages of fluxes and stability may
be efficiently computed over extended periods (e.g. 1 vyear)
providing output data ideally suited ¢to the application of

dispersion modelling.

The model is an adaption of that proposed by Deardorff (1978) =rhich

has been successfully applied in local scale planetary boundary laver
models (Hoffert and Storch, 1979, Binkorski, 1983) amnd 1is also
suitable for application in mesoscale numerical models. Apart from the
relative simplicity of the model formulation (which conforms with
theory presented thus far in this chapter) the main justification for
adopting the model 1is its high 1level of skill 1in simulating

experimental observations, as will be described in Section 3.4.
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3.3.1 GROUND TEHMPERATURE SIMULATION AND SENSIBLE HEAT TRANSFER

Deardorff (1978) compares several parameterizations of the soil
surface temperature T, against an accurate multi-layer soil model, and
concludes that the method of Blackadar (1976) is superior. This method
computes Ty via the equation

dTg/3t = 2G/Cs - ATy - Te) (3.61)
where 0 is the earth's angular frequency (7.27 x 10 “%5"') and T« is
a deep soil temperature (defined later). C; is defined as

Cs = (2pscehe/ /2 (3.62)
where p; 15 soil dénsity, cs 1s soil specific heat and A¢ is soil heat
conductivity. These parameters show strong dependence on soil
moisture. Deardorff (1978), HcCumber and Pielke (1981) and Binkoﬁski
(1983) present alternative empirical estimates of this dependence. The
product (PsCsre/0)'’? is called the thermal inertia, and may be
thought of as the resistance of a material to a change in temperature
Equation (3.61) is called a force-restore equation; the first term on
the right hand side represents the forced heating or cooling, rRhile
the second term tends to restore the surface temperature to that of

the soil at depth. Hoffert and Storch (1979) provide a derivation of

this equation.

T4, the deep or mean soil temperature may be estimated from an
integral formulation based on the penetration depth of the annual
thermal wave,

3T4¢/3t = G/Cq (3.63)

Rhere Cs = (27 365)'/2C,

_50_



Given the above estimate of Ty, sensible heat is calculated via (3.25)
where 60 is a combination of soil, grass and leaf temperatures, as
assumed by Garratt (1978b). He utilized an expression ofAthe form

(80 = 8) = B1(Tyg ~ @) + RB2(Tgr — 6) + B3(Ty - 8) (3.64)
rhere subscripts gr and 1 indicate grass and leaves. The coefficients
1+ to B3 account for the relative surface area and external resistance
to heat transfer of the three surface components. In the absence of
radiometric measurements or representative [ coefficients, it 1is
necessary to assume that the effective surface temperature deviation
is proportional to the ground surface temperature deviation, 1i.e.

(60 - @) = ' (Ty - 9) (3.65)
The single coefficient ' accounts for patchy shading of the soil and
for the limited heat transfer from vegetation. Equation (3.65) is
consistent with (3.64) if the temperature deviation of each component

is in proportion to the soil temperature deviation.

3.3.2 GROUND HWOISTURE SIMULATION ARD EVAPORATION

The moisture content of surface soil may vary between dry and
saturated states and may change very quickly under the influence of
evaporation or precipitation. Latent heat 1loss associated with
evaporation may vary from an insignificant contribution to the heat
budget (dry surface conditions) to being the dominant cooling
mechanism (moist surface conditions). In view of the importance of
surface mwmoisture, Deardorff (1978) defines a moisture parameter, =,
being the volume fraction of soil moisture (or depth of 1liquid/depth

soil) and provides relations similar to those for surface temperature:
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INg /3t = - C1(E - P)/(puds) - (27) " 'C20(wg ~ ¥a); 0 £ wg S Waax
(3.66)
dwe/3t = - (E - P)/(pudz) (3.67)

where P is the precipitation rate and py is the density of water. The
parameters di and d2 represent the depth to which the diurnal and
annual moisture cycles respectively extend, with w¢ being the average
moisture content over the depth d2. The coeffiéients Cy and Cz,
together with di and d2, need to be evaluated for a particular soil
type. The parameter HWesax 18 the maximum possible soil moisture

content, above which run-off occurs,

In order to relate evaporation rate to soil surface moisture content,
Deardorff postulates a modified bulk aerbdynamic relationship

E = pCullxl qa(Tg) - ql (3.68)
where ¢ = min(1, ®Wg/Wyk)
Here, Ay 1is that value, less than Reax at which the soil surface may
be considered saturated (i.e.qo = q'(Tg), where superscript s
indicates saturation). Comparing (3,68) and (3.26) it is apparent that

qo = xq®(Tg) + (1 - ®)q (3.69)
3.3.3 RADIATIVE TRANSFERS

Varying levels of sophistication could be used in describing the
components of radiation in the surface energy budget. The approach
used here 1is tailored for the modelling philosophy described in

Chapter 1, although some general principles are apparent.

From an inspection of (3.49) it may appear that a direct measure of
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net radiation is the sole requirement. In practice horever, there are

significant problems with the use of measured net radiation:

(1) calculation rather than measurement of outgoing long-wave 1is
preferable to provide feedback mithin the numerical computation
of Ty

(ii) it is difficult to find a location for a net radiometer over a
surface area which may be classed as representative of the
surroundings, particularly in the vicinity of an air quality
monitoring station mhere the surface is usually highly disturbed;

(iii) birds (at least the Hestern Australian variety) delight in
pecking holes in the polythene dome on the net radiometer. This

proved to be a serious problem in KAMS.

Hence, although measurement of net radiation is strongly recommended,
alternative methods for measuring or estimating the radiative

components of the total balance are required.

Global radiation, being the sum of the direct and diffuse solar
short-wave components, 1is a readily measured parameter and so its
computation is not warranted, except perhaps to fill patches of
missing data. Paltridge (1974), Davies et al. (1975) and Kahle (1977),
for example, provide various methods for computing global radiation if
required. Each method requires information on the scattering
properties of the atmosphere and, importantly, the amount and type of
cloud present. Lyons and Edwards (1981) have evaluated the method of
Davies et al. (1975) and have found it to be capable of predicting
daily global irradiation in Hestern Australia to =®within 15% of

measurements.
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A sizable proportion of the short-wave radiation is reflected from
the surface. The surface short-wrave reflectivity or albédo A is a
function of surface type, surface moisture content, solar altitude and
other factors, and also varies over different wave-lengths. Paltridge
and Platt (1976) provide a simplified relation

A = Ay + (1 ~ A1) expl -x(90° - a)) (3.70)
where Kk =% 0.1 and A: is the albedo for high solar elevations (1i. e.
near local noon). The solar altitude, a, is determined from

sin a = sin ¢ sin § + cos ¢ cos § cos h (3.71)
where ¢ is the latitude, &6 is the declination of the sun and h is the
local hour angle of the sun. Further definition of terms 1is provided
in Appendix A. Various values of Ay for different surface types are

provided by Paltridge and Platt

Long-wave radiation is emitted by the ground surface and other objects
in the range 6y to 100 for normal ambient temperatures. It may be
calculated from the Stefan - Boltzmann Law

Quo = E0Ty* (3.72)
mhere £ is the surface emissivity and ¢ is the Stefan-Boltzmann
constant ( o = 2.0411 x 10”7 kJ/m? hr K* ). Paltridge and Platt
provide a table of €& for different surface types. If vegetation
accounts for a significant fraction of the surface area then a surface

area- meighted value of T® is required.

Long-wave radiation emitted by atmospheric wmater vapour and carbon
dioxide is the last component of radiation to be considered. For the

purposes of modelling it is most often calculated from a formula which
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explicitly or implicitly includes the atmospheric =ater vapour
content. The TVA (1972) evaluated alternative formulae and selected
that of Swinbank (1963) for clear skies:

Qur = 5.31 x 107'* T® (mR em™?) (3.73)
where T is the absolute air temperature at normal measurement height.
Paltridge (1970) provides estimates of the errors arising from the use
of this formula; his graphs are reproduced below in Figure 3.1 and may
be used to apply a correction to calculation if additional accuracy is

required.

Equation (3.73) must be modified to include additional radiation from
clouds, which reaches the surface through the atmospheric "windoa"
betreen the rave-lengths of 8u and 14u. Since 70% of black body
radiation at ambient temperatures lies outside this range, the
contribution of clouds may be writtem as (1 - 0.7)Ec0Tc.%cc, ~where
subscript ¢ refers to clouds and cc is the fraction of cloud cover

over the total sky.

Paltridge (1970) found that for Aspendale the contribution for total
cloud is approximately constant at 6 = 0.5 mR cm” %, so for partial
cloud, (1-0.7)Ec0Tc*cc = 6.0cc. Alternately, the TVA (1972) accounts
for the varying contribution of clouds dependent on their position in

the sky (i.e. a lesser contribution for clouds near the horizon) by

introducing the factor (1 + 0.17 cc?) into (3.73), wnhich is used here.

Ahichever method is used to include cloud effects into (3.73), the
problem remains to routinely estimate the cloud cover. It would be

attractive in concept to estimate cloud cover from the measured
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fluctuation of global radiation. However, whilst direct solar
radiation is simply related to cloud cover (i.e. direct radiation 1is
obscured by cloud) diffuse shortwave radiation is related to cloud
cover in a complicated way mhich is not well understood. It is notable
that Paltridge and Proctor (1976) use calculations of direct and
global radiation to infer diffuse radiation under cloudy skies. Hence,
it seems impractical to extract cloud information from global
radiation measurements alone. Figure 3.2 shows the complicated
behaviour of measured global radiation under partially cloudy skies.
0f particular interest are the peaks extending well above the
superimposed clear-sky curve, indicating the enhancement of diffuse

radiation by clouds.

8, 00 1p.00

6,00

4, 00

CLEBAL RADIATION (W Mes2) o 10 2

2,00

00

&,

.00 3.o00 65.00 3.00 12.00 15.00 18.00 21L.00 24.00
TIME (HRS2

FIGURE 3.2 GLOBAL RADIATION UNDER PARTIALLY CLOUDY SKIES
(KAMS DATA FOR DAY 1187>
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Even if global radiation measurements could yield cloud information it
would be of no use at night, which is the most important period for
cloud effects, Although 6 mR cm™? is small compared to the other
long—-rave contributions from (3.72) and (3.73), it is significant 1in
the calculation of net long-wave radiation and may well prevent the
formation of a night-time radiation inversion. The best means of
estimating incoming long-wave radiation at all times appears to be
direct measurement. This may be achieved by one of two methods:
(i) direct measurement by a pyrgeometer
(ii1) fitting a black cavity shield to the 1lower face of a net
radiometer and measuring the net radiometer output, cavity
temperature and incoming short-rave radiation Qs: with another
radiometer. QL: then follows from

Qur = OUTPUT - Qs: + 0T cavity v (3.74)

As an alternative to direct measurement of long-rave radiation, use
can be made of cloud observations from meteorological offices or
airports. In Australia, these take the form of three hourly

observations of cloud height, type and fraction of sky covered.

3.3.4 HODEL INPUT DATA AND COEFFICIENTS

The meteorological Base Stations at Rattleup and Hope Valley provided
the basic meteorological input data for the model 1in the form of
accurate ten minute scalar averages. The relevant items of data for
this model were wind speed, air temperature and dew point temperature

measured at ten metres height, and global radiation.
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Rainfall mas not monitored at either meteorological Base Station
during FKAMS. Instead, pluviograph records for the entire period were
obtained from Murdoch University and digitised to give a file of
rainfall for each hour of the day (in tenths of a millimetre). MHurdoch
University is approximately 15 km NNE of Krinana and 8 ka inland from
the coast (which runs approximately north/south). The model accessed
the appropriate hourly values at the start of each timestep, and

computed a precipitation rate.

Since no continuous measurements of incoming long*naQe radiation ®ere
available, it was necessary to obtain cloud data for Perth Airport
from the Commonwealth Bureau of MHeteorology, in order to compute
incoming long-wave radiation. Perth Airport is approximately 35 km NE
of EKwinana and 20 km inland. The three hourly observations were taken
to hold for the 90 minutes either side of the observation time.

Atmospheric pressure data are similarly treated.

Table 3.1 lists the various coefficients and physical constants from
the foregoing equations, together with chosen values and the sources

of these values. Some of these chosen values are discussed below.

No attempt was made during the Study to analyse the soil from EKrRinana
to determine ps, ¢s and As, SO giving Cs for (3.61). Characterising
soil types 1in this State is an important area of future work if this
methodology is to be pursued. For the present Study, a representative
value of Cs for the sand coastal plain was inferred from the data on
various soil types given by Deardorff (1978). The value of C¢ 1in

(3.63) follows directly from this choice.
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Param. Value Source

Cs 1.0 x 105 Jm 2 ! Deardor f£ (1978)

C4 4.8 x 106 Jm 2 k! "

Cy (see text) "

Co 0.9 "

d, 0.1 m "

d, 0.5m "

Wy 0.3 "

Wma x 0.4 "

A 0.2 Paltridge and Platt (1976)

€ 0.93 "

Cpn 8.0 x 10 3 Kams fieldwork

CuN 5.0 x 1073 and Garratt (1978b)

B’ 0.7 "

Q 7.27 x 10 5 s !

Py 1000. kg m 3

Cp 1010 J kg~! K1

Le 2445 kJ kg !

g 9.8l m s 2

k 0.41

TABLE 3.1 Values of model coefficients and physical
constants
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Similarly, no information on local soil moisture characteristics =mas
available or easily obtainable, so the scanty information provided by
Deardorff (1978) was again utilized, giving the values of Cz, di, da2,
Wy and Wasax in Table 3.1. The value of C: is obtained from the
following expressions provided by Deardorff:

Ci = 0.5, Wg/¥Waax 2 0.75

14 - 22.5((Hg/HWaax) — 0.151, 0.15 < Rg/®aax < 0.75

Q
-
it

Cy = 14, Wg/ﬂ.ax € 0.15

The 27 metre tower at Hope Valley was equipped with three sensitive
cup anemometers at logarithmic height intervals for the purpose of
estimating displacement height D and roughness length zo. Folloring
Paulson's (1970) method, D was found to be zero, and the roughness
length and the ten metre drag coefficient were determined to be 10 cm
and 8.0 x 10°° respectively. Using Garratt's (1978b) relationship of

Zo/2Znw = 12 gives zuy = 0.008, which in turn gives Cuw = 5.0 x 1073,

It is necessary to quantify the coefficient ' in (3.65) accounting
for the area covered by vegetation wrhich has different heat transfer
characteristiecs. Site inspection, intuition and model testing has led
to the plausible value fi' = 0.7. Further work involving radiometric

temperature measurements of the various surfaces is required.

3.3.5 STRUCTURE OF THE COMPUTER MODEL

A flow diagram of the model 1is provided 1in Appendix B. A brief

description of the main features follows.
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The solution of the equations describing turbulent fluxes and the
evolution of ground temperature and moisture is synchronised to the 10
minute meteorological data, producing output results at the end of
each 10 minute period. The integration scheme employed is a fourth
order Runge Kutta scheme which computes relative accuracy of
integration via a fifth step and uses this test to govern its o=rn

timestep halving or doubling procedure.

Soil heat flux G and evaporation E are required to evaluate the

differential equations. These may be determined:

(a) prior to the start of an integration step, using Tg and ®g from
the previous timestep (as rRas done by Hoffert and Storch (1979));

(b) 1immediately prior to each Runge FKutta step, wusing the most

recently integrated values of Tg and W®g;

Method (b) could be described as fully implicit except for the use of
averaged meteorological data rather than instantaneous values. This
method is recommended as Ty and ®y; may vary markedly even over 10
minutes; hence method (a) would incur errors in flux computation.

Additional computer run time for method (b) is minimal (~10% extra).

The iterative method of computing turbulent fluxes, outlined in
Section 3.1.2, is ideally suited to continuous simulations 1like the
present exercise. On the first calculation cycle, neutral transfer
coefficients Con and Cuwn are read in and corrected for measurement
height if necessary, then the stability dependent transfer
coefficients are initialised to their neutral values. On subsequent

calculation cycles, the fluxes are first calculated via (3.24), (3.25)
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and (3.68) wusing the stability dependent transfer coefficients from
the previous cycle. These fluxes are then used in (3.2) to evaluate
z/L,(z = 10m) which 1is compared to the final z/L from the previous
cycle to determine whether a "significant"” (to be specified) change in
stability has occurred. If so, the value of z/L is set to the current
value, the transfer coefficients are corrected via (3.27) and (3.28),
and the above process repeated iteratively until 2z/L converges
satisfactorily. If z/L has not varied significantly (i.e. steady state
conditions), control transfers immediately to final calculations of
Hu, u2, QLo and G. In this way, the lengthy calculations associated
mith (3.27) and (3.28) are avoided, resulting in rapid execution.
fhere iteration does occur, convergence usually occurs in one or two
steps. This method 1is therefore preferred over that of Hoffert and
Storch (1979) in rhich the complicated flux-profile relationships are
solved at each timestep, and information from previous timesteps is
neglected. In the current method, execution time can be reduced at the

expense of precision by relaxing the convergence criterion for z/L.

Integration proceeds until the end of the 10 minute period is reached.
The turbulent fluxes are evaluated one last time to utilize the final
values of Ty, T4, ®g and we. Results of the solution are then =&ritten
to output files prior to the start of a new timestep. The main output
file for use in dispersion models etc. has the form:
DATE DAY TIME Hv, u», 10/L, T+, o, 0, direction, sigma
rhere Hy is the virtual heat flux defined as

H, = Hs + 0.61C.(8 + 273)E (3.75)
Other output files may be optionally produced to show the balance of

heat fluxzes and the evolution of other parameters.
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3.4 EVALUATION OF THE HEAT BUDGET MODEL

3.4.1 COMPARISON OF THE HEAT BUDGET AND PROFILE METHODS

Results of heat budget model have been compared against estimates of
turbulent fluzxes from the tower pfofile measurements and other
monitoring results for three (field experiment days during KAHNS;
13/12/79, 31/1/80 and 29/10/80. The 13/12/79 experiment was an
abortive tracer experiment which nevertheless provided valuable

surface meteorological data.

For the purposes of the following discussion the heat budget and
profile methods w®ill be called SOIL and BHVFLUX respectively, which
vere their assigned program names. HVFLUX is Method B described 1in

Section 3.4.1.

Output from SOIL and HEVFLUX is presented in plotted form in Figure

3.3(a) to (f). SOIL results appear as full lines throughout. For each

experimental day there are four plots labelled (a) to (d) shoming:

(a) modelled H: from SOIL and He from the two - level tower
measurements via HVFLUX (dashed line),

(b) modelled net radiation from SOIL and net radiation measured at
the Hope Valley Base Station (dashed line),

(e) stability =z2z/L at 2z = 10m, determined by SOIL and HVFLUX
(dashed line),

(d) wodelled surface ground temperature Ty, from SOIL, rith actual

measured values plotted as crosses
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The most important output parameter is Hs (or H, in wet conditions) as
this largely determines the state of turbulence in the planetary
boundary layer wmithin ®rhich industrial plumes disperse. The heat
budget computation in the model ensures that the prediction of Hs + H_
is very stable, e.g. it varies little with even large changes in the
model coefficients. Other model outputs like Tg, u. and hence also L
are not similarly constrained and therefore shorm greater sensitivity

to variations in model coefficients.

The apparent variability of H. during daytime for all periods is
consistent Rith the expected spatial variability of convective
turbulence, but is over—enhanced by the method of computation 1in
HYFLUX., In HYFLUX, a new independent estimate of Ri (and hence z/L) is
computed for each 10 minute period giving a new Cy value. Hence the
effect of short term peaks in (82 - 9¢) are magnified in H.. Spatial
or temporal averaging of Ri would provide a much smoother result.
Viewed overall, however the comparison between the SOIL and HVFLOX
values of Hs is fairly good. The shapes of the diurnal curves compare
well on the 13/12/79, when fresh synoptic south-westerlies bler all
day. The uncertainty in H: from the HVFLUX profile method is at least
as large as the apparent difference in results on that day. Results
from the 29/10/80 show a clear drop in the HVFLUX value of H,
following the onset of a sea breeze just prior to noon. The ground
temperature measurements also indicate that the rate of heat removal
from the ground is not as high as indicated by SOIL, even though
strong cooling rould be expected under the cool sea breeze. It appears
that heat transfer in sea breeze flows i1s less than that indicated by

the ground/air temperature difference, presumably because the surface
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layer profiles of mean temperature and wind have not reached
equilibrium over the Hope Valley Base Station. If this is so, it wrould
follow that the HVFLUX estimates of H, (determined from measurements
above 10 m) would be under-predicted, compared with the SOIL results
being over-predicted. This problem was not anticipated given that the
minimum fetch/height ratio (at the top of the tower) is approximately
100 in mesterly winds, and is generally much larger. Peterson (1969)
indicates that fetch/height ratios of 100 or ®more should ensure
equilibrium conditions. The problem warrants a detailed
micrometeorological investigation w®hich 1is beyond the scope of this

Study.

Net radiation figures are strongly dominated by the solar components
during the day, but comparison of measured and modelled values
provides, at all times, a check on the model's ground temperature
simulation. The best results obtained are for the morning of 29/10/80
during which time surface (top millimetre or so) ground temperature
Has accurately measured. Hinds were from the north east up to 1000 m
height and hence the turbulence in the groring mixed layer w®as wWell
developed, =®ith no major uprind horizontal inhomogenieties. The
results indicate that the model is clearly capable of simulating the
ground temperature under these conditions. Analysis of the observed
inversion erosion described in Chapter 4 supports the estimates of H,

from the model, which in turn agrees roughly with the tower estimates.

The measured soil temperature values on 13/12/79 and 31/1/80 have been
included not for direct comparison but rather to illustrate a point.

These values were measured at a radiosonde release point 3 km inland
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from the Hope Valley Base Station and ®ith a gfeater downwind fetch in

the sea breeze of at least 6 km. Observations on 31/1/80 indicated

that:

(1) the sea breeze reached Hope Valley approximately 30 minutes
before the radiosonde site;

(ii) ambient air temperatures wmere 3° to 4°C higher at the radiosonde
site between 1200 and 1500;

(1iii) wind speeds were up to 30 per cent lower at the radiosonde site
for the same period.

Although the south-westerly winds were well established on 13/12/79,

similar air temperature and wind speed differences were present

betmeen the two sites. The 1large difference between modelled and

measured (radiosonde site) ground temperatures 1is therefore to be

expected and it is clearly not correct to assume horizontal uniformity

of Ty, as does Venkatram (1977) for computing the growrth of thermal

internal boundary layers. Nevertheless, the net radiation plots

indicate that the modelled ground temperature at Hope Valley is

somerhat low, consistent w#ith the foregoing conclusion that SOIL

over-estimates Hs in sea breezes and other onshore flowus.

Daytime computations of stability (10/L) compare favourably with those
from the tower, indicating that momentum flux pus? is also modelled

successfully.

The usefulness of the Perth Airport cloud observations for computing
incoming longwave is seen on the evening of 13/12/79. The heat fluxes
computed and calculated for this evening are very small; a feature of

cloudy nights.
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On both the evening of the 31/1/80 and the morning of the 29/10/80
prior to sunrise, the computed negative net radiation is slighily too
small. Hhilst a number of factors may influence the computed net
radiation, the only two significant potential causes for the observed
under—-prediction are:

(1) Ce too lowu,

(ii) Qu:i too large.

A low value of Cs would result in a low predicted Ty with an
associated reduction in outgoing long-wave radiation leading to the
observed under-prediction. A large value of calculated Q.1 would
directly cause the observed under-prediction. Howrever, whilst both
potential causes would affect net radiation in the same sense, they
rould affect predicted atmospheric stability in contrasting senses;

(i) would lead to over-prediction of z/L

(1i) would lead to under-prediction of z/L

Although the night-time estimates of 10/L for Dboth experimental
periods shor some variations between SOIL and HVFLUX predictions,
there 1is ﬁo consistent bias which would support either (1) or (ii).
Overall, the prediction of all parameters (including net radiation)

over the night periods are considered satisfactory.

It 1is interesting to discover that, for given values of & C¢ and
cloud amount, night-time He 1is quite stable and insensitive to the
value of Cuwn This comes about because, in stable conditions, Cu 1is
reduced markedly by very small changes in (6 - 8¢) and so varies over
a large range. Tro differing values for Cun may reduce to the same Cu

in stable conditions for virtually the same value of (& - 8¢) (i.e.

-74-



the same Tg). Both (6 - e¢) and H: ®will therefore be determined almost

solely by the balance of terms in the heat budget

Field measurements need to be conducted in order to determine all of
the model coefficients in Table 3.1 prior to the model being used 1in
regulatory applications . No assessment of the accuracy of the model's
soil moisture simulation has been possible, as no data are available
for comparison. The simulation described in the next Section gives

reason for some confidence however.

3.4.2 A SAMPLE HODEL SIMULATION INCLUDING RAINFALL

4 sample run of three days in August 1980, including twelve hours of
rain, is presented in plotted form in Figure 3.4(a) and (b)), and it
serves to 1illustrate the importance of accounting for soil moisture.
The first day, 8/8/80, is reasonably sunny for a winter's day (see the
net radiation curve); hence the ground temperature rises appreciably
and the wupward sensible heat H. dominates over the latent heat H..
Murdoch University records indicated that twenty five millimetres of
rain fell in the eleven hours commencing at 0100 on the 9/8/80 with
the heaviest falls folloring the passage of a cold front at 0300 (see
the air temperature trace) . The model response is very credible. The
soil moisture content =Ry rises rapidly above the saturation level
following the onset of heavy rain. Evaporation 1s inhibited by high
humidity and so H. remains small. The sudden drop in air temperature
results in a short period of unstable conditions (positive Hs) during
which time the ground cools rapidly. Net radiation shows the presence

of total cloud cover prior to sunrise and the stability during this
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period is very «close to neutral. During the daylight hours of
9/8/8B0, the loss of latent heat exceeds the incoming net radiation
resulting in negative H: and a T, estimate which stays 1low all day

After the rain ceases, the soil starts to dry out in a reasonable
fashion, wWith only a slight increase in soil moisture associated =®ith
0.4 mm of rain on the 10/8/80. The surface drying rate has not been
verified for Kwinana soil types. During the daylight hours of the
10/8/80, latent heat loss is less than the previous day (due to lower

surface moisture) so that Hs becomes positive after 0900.

The ¢tro plots in Figure 3.4(b) show wind speed and friction velocity
us (amplified ten times), both of which are moderately high over the
three days, and also the stability 10/L over the three days. The
absolute values of 10/L are generally low, due to seasonal effects and
to the moderately high values of us., However the diurnal patterns of
stability are representative and important. On the 8/8/80 there is a
normal cycle of night-time stable and daytime unstable conditions
typical of dry sunny days. On the 9/8/80 horever, 10/L stays slightly
positive virtually all day due to the downrard sensible heat flux Hs.
Significantly different dispersion characteristics would be expected
on this day compared to the previous day. A morning radiation
inversion Aould not form due to the almost neutral nocturnal
conditions, and daytime dispersion of pollutants would be inhibited
even 1in the sunny periods following the rain, as there would be no
thermal convection in the planetary boundary layer. The effect of the
rain period is felt through to mid-morning on the 10/8/80, at which

time mildly unstable conditions are re-established.
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Figure 3. 4(c¢) presents a comparison (as far as 1is possible) betwreen

the

results from SOIL and the tower profile method HVFLUX over the

same period. ( Moisture buovancy effects are not included in HVFLUX so

stability is slightly over-estimated 1in these calculations.) The

increase 1in stability associated with rainfall is seen in the HVFLUX

estimates of 10/L and its effect is seen in the estimates of Hs. The

main

differences betreen the SOIL and HVFLUY estimates, and likely

explanations for these, are as follows:

(1)

(i1)

HVFLUX calculates lower values of negative Hy and 10/L during the
day of 9/8/80 (including a short period of slightly unstable
conditions in the afternoon). Although there are several factors
"hich may have contributed to the difference in estimates,
the most significant likely explanation 1is that the simulated
soil surface moisture content rRas too high during this period,
leading to over-estimation of Hy.. This in turn is well explained
by the fact that the soil at Krinana is primarily deep, well
drained sand, implying a large value of Cz in (3.66). The need to
determine soil characteristics for use in the model has already
been mentioned. It may be noted however that the two estimates of
10/L still generally fall into a single Pasquill-Gifford
stability category (Golder, 1972).

HYFLUX output shous an unstable period following the passage of
the cold front, with very large associated values of Hy for the
next three hours. The response of SOIL during this period has
already been described. A simple assessment of the heat budget
shors that the large H¢ values are unrealistic. It is apparent
that, during this period of fairly strong w®inds, the 27 m

measurement level was not rithin the equilibrium boundary layer

..80_



and so the calculations are unreliable.
Both of the above problems relate to inadequate data and do not
reflect significantly on the credibility of the model. Even with the
apparent errors the results compare favourably w®ith the tower
estimates and certainly capture the essential features of the
stabilizing effect of rainfall. The comparison of estimates for the
10/8/80 1s good and demonstrates the stability of the model. Clearly,
the model provides a viable means of estimating surface laver fluxes
and stability, from single level measurements, which is far superior
to the "rule of thumb" procedures usually employed in dispersion
modelling. The method of Pasquill and Gifford (see Turner, 19703,
reproduced in Table 3.2, 1is implicitly an energy budget apppoach to

determine a stability scale which is related in some fashion to L. The

Day : Night
5:::;3(‘:; \;I(I]n:‘)' Incoming Solar Radiation  Thinly Overcast
m sec—! or =3/8
Strong  Moderate  Slight =4/8 Low Cloud Cloud
< 2 A A8 B
23 A-B B C E F
3-5 B B-C c 0 E
56 C ¢-D D D D
> b C 0 D D D

The neutral class, D, should be assumed for overcast conditions during
day or night.

TABLE 3.2 Key to stability categories

(Turner (1970))

method completely neglects the partitioning of sensible and latent
heat however, and does not account for site to site variations in any

of the parameters of Table 3.1. Other researchers (e.g. Hanna et al.,
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1977, Kristensen, 1982; van Ulden and Holtslag, 1985) similarly point
to the limitations of the method. HcCumber and Pielke (1981) and
Ookouchi et al. (1984) report that soil moisture is a key factor in
describing the turbulence and growth of the planetary boundary layer

Variation of soil moisture =®ithin normal ranges has a far greater
effect than changes in albedo, surface roughness or soil conductivity

It followrs directly that soil moisture is a key factor 1in evaluating
dispersion of chimney plumes. It is not the 1intention here to
criticise methods such as the one described above, which have been
developed to facilitate simple engineering calculations. Howrever,
given reasonable estimates of soil heat and moisture retention
characteristics, the present model 1is also capable of routine,
efficient application whenever standard meteorological data are
available, and the achievab}e enhanced accuracy is strong

justification for its use.

Extensive testing of the model has proven it to be very stable and
efficient, executing in a fraction of a second per day of simulation
on modern mainframe computers. The model is well suited to simulation

over extended periods (one or more years).

3.5 SUMMARY OF FINDIRGS

The aim of this Chapter has been to develop a model to routinely
estimate turbulent transfers in the atmospheric surface layers. These
in turn may be used to estimate the level of turbulent energy in the

planetary boundary layer which determines its dispersive capability.
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Tower profile estimates of turbulent fluxes have proven valuable in
this project for validating the heat budget model. The quality of
results depends heavily on the quality of equipment and asscciated
calibration procedures howmever, due to the method's sensitivity to
small errors in mean measurements. Equipment and manpower costs, plus
the logistics of equipment 1installation and operation, render the
method unsuitable for many situations, particularly where dispersion

estimates are required fairly promptly.

The present Study is limited in application to sparsely vegetated
areas, mhich 1is a reasonable description of the plain immediately
adjacent to the coast near Perth and is a good description of vast

areas of Hestern Australia.

The principal advantage of the heat budget method employed by the
Hodel SOIL is that it utilizes routinely available single height
observations, with only standard accuracy requirements. It is related
to the conventional means of stability estimation (Pasquill - Gifford
classification) and is therefore conceptually easy to understand.
Unlike the tower profile method homrever, it is dependent on a variety
of surface characteristics which must be defined for each site.
Further w=ork is required to characterise soil types at EKwinana and

elserhere in the State.

Results from the model have been shown to compare favourably with
torer profile calculations. Hence the model may be used with some
confidence to process the KAMS Base Station data for the full Study

period.

-83~



CHAPTER 4

MIXIKG IN THE ATHOSPHERIC BOUNDARY LAYER

Dispersion of pollutants in the atmospheric boundary layer is strongly
influenced by twro meteorological parameters, namely the stability or
mixing capability of the air and the height to which mixing occurs, or
the mixing depth. As will be seen later, these trRo parameters are
inter~dependent although they are frequently considered to be
independent by dispersion modellers. By way of definition, the wmixing
depth is that depth or height of the atmospheric boundary layer within
which turbulent motions are able to disperse airborne contaminants
(Pasquill, 1974). Above this level, the air is gravitationally stable
With relatively little or no turbulent activity and may act as a "1id"
to the vertical transport of pollutants, It is important'to determine
the strength of the lid in order to decide rhether hot buoyant chimney
plumes can penetrate it and so exit the turbulent boundary layer. The
purpose of this Chapter is to develop a model of mixing depth which

"Will provide estimates for subsequent use in dispersion modelling.

In dispersion calculations, mixing depths are of most importance when
they are shallow (e.g. a few hundred metres). Large mixing depths need
not be specified with great accuracy as they have little effect on the
rise and dispersion of plumes. The present study is therefore focussed
on an examination of the meteorological phenomena which produce
limited mixing and therefore potentially higher pollutant

concentrations near the ground. The followring phenomena Here
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identified as being of possible concern

(i) daytime rRell mixed layers beneath radiation inversions;
(i) nocturnal boundary layers;

(iii) shallor sea breezes;

(iv) internal boundary layers at the coast during onshore =inds.

Daytime mixed layers and nocturnal boundary layers will be addressed
in this Chapter. Mixing depths associated with coastal effects (i.e.
sea breezes and internal boundary layers) ®ill be treated in Chapters

5 and 6.

4.1 REVIEN OF METHODS FOR ESTIMATING DAYTIME MIXED LAYER DEPTH

Mixing depth is most commonly determined or inferred from measurements
in the planetary boundary layer, either by regular radiosonde releases
or by acoustic sounding. Measuring temperature profiles with
radiosondes is a labour-intensive task usually confined to short-term
field ezxperiments. Mixing depths are commonly inferred from a single
morning radiosonde record and the evolving daytime surface
temperature. As ®ill be discussed in Section 4.7, however, this method

is subject to significant errors.

Acoustic sounders potentially provide the best option for obtaining
routine continuous measurements of mixing depth. However, there are
several drawbacks associated with acoustic sounding. The sounder
record reveals levels in the atmosphere at mhich there are significant
turbulent density fluctuations. Interpretation of the record to infer

mixing depth is frequently very subjective (Russell and Uthe, 1978;
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Clark et al. 1977) and should be attempted by experienced
meteorologists only. In many cases, the record 1is unclear or
non-existent, leading to considerable uncertainty. A combination of
unclear records and instrument malfunction may result in data recovery
which 1is poor relative to other meteorological sensors, which in turn
limits the direct usefulness of the data for dispersion modelling.
Such wras the experience in KAMS, although other users (e.g. Russell
and Uthe, 1978) report high reliability. One must therefore attempt to
model the eveolution of mixing depth, either as a means of filling data
gaps or as an alternative to the use of acoustic sounder data. There
are clear advantages in having a "stand-alone" mixing depth model;
acoustic sounders can then be used for verification purposes, but
would not be mandatory for a dispersion study. This approach is

follored in the current Study, consistent rmith the Study objectives,

As w®ith other models developed here, the fundamental objective is to
produce reasonably reliable results over long periods using routinely
available data and minimal computing resources. Consequently, the
model development described herein represents the simplest practicable
approach to obtain reliable estimates of mixing depth h and inversion

strength Ae.

The grorth of rell mixed layers has been the subject of intense
theoretical study for a number of years, by meteorolecgists in re;ation
to the atmospheric boundary layer, and by oceanographers and engineers
in relation to the surface layer of the ocean or of lakes. The
approach wmhich 1is of most interest here (relative to the stated aims

above) is the development of "slab" models in ~®rhich the vertical

-86 -



distributions of temperature, velocity and other constituents are
specified (either explicitly or implicitly). As Niiler and Kraus
(1977) point out, the simplicity and physical insight afforded by this
approach 1is adequate justification for pursuing it. Tennekes and
Driedonks (1981) state that this approach provides adequate accuracy
for operational purposes Rith relativelyhlittle effort. Accordingly,

the slab model approach will be considered exclusively.

Hhilst atmospheric and marine well mixed layers are governed by the
same set of physical relationships, the study of the subject in the
tvo disciplines has tended to be divergent. This has occurred partly
because the differing importance of individual mixing mechanisms in
the tro fluids has required differing emphases, and partly because of
poor communication and cross-fertilization of ideas. Tennekes and
Driedonks (1981) discuss these differing approaches, including the
convention 'amongst oceanographers to deal with integral formulations
of the energy budget in the well mixed 1layer whilst meteorologists
prefer to examine the Jlocal energy balance at the top of the well
mixed layer. There is really no substantial reason for the different

approaches, as demonstrated below.

There is widespread agreement on the basic physical relationships
mhich together describe the formation and grorth of rell mixed layers
in the atmosphere or rater bodies. These will be described in Section
4.2. On the other hand, there is no clear consensus on the form of
parameterization schemes which must be employed to allow the various

components of the turbulent energy budget to be estimated. These
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schemes will be discussed in Section 4.3 in the context of a review of
relevant literature, both historic and recent. The preferred
parameterization scheme, developed by Rayner (1980) for a water
reservoir and adapted during EKAMS for the atmospheric boundary layer

"ill also be described in Section 4. 3.

4.2 DAYTIME RELL MIXED LAYER INTEGRAL RELATIONS

Following the method of Rayner (1980) for a water reservoir, the

integral relations for a well mixed atmospheric layer are derived as

follows.

iitemperature inversion:iiiil

LA LASAY N RAALS CALLSS TALKA LALAR LI LIS S0 e er LY,

Om

" surface layer ° |

Ay W E !
velocity temperature
profile profile

FIGURE 4.1 WELL MIXED LAYER PARAMETERS (KAMS, 1882)

Figure 4.1 shows schematically a wrell mixed layer above the earth's

surface, bounded by an elevated temperature inversion. Rind speed and
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virtual potential temperature are assumed to be uniform below the
inversion, except for the shallow surface layer wrhere the familiar
logarithmic profiles are found. The parameters not emploved previously
(in Chapter 3) are:

Ua, Va mixed layer velocity components

8a mizxed layer virtual potential temperature

AU, AV inversion velocity jump components

e inversion virtual potential temperature jump
2 height variable

h height of inversion base

5 inversion thickness

Hereafter, the name mell mixed layer ®mill be abbreviated to RHL, and

the word temperature ®will mean virtual potential temperature.

Assumptions implicit in the formulation of HML models are:

(1) The FRML is uniformly mixed with constituent profiles as shown in
Figure 4.1, and moves as a slab.

(2) Horizontal advection of temperature or velocity variations may be

ignored; hence the model is one-dimensional.

It is not strictly necessary to specify uniform profiles of
temperature and velocity in order to use the 1integral approach
described below. Instead, it is necessary that, at every level within
the HML, the appropriate temperature and velocity scales are the layer
averages of each variable, so that the integral method will correctly

describe the various physical mechanisms involved in HML formation.
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To obtain a solution giving the WML temperature, velocity and depth
over time, the one-dimensional equations for heat, momentum and
turbulent kinetic energy must be solved throughout the layer. Rith the
assumed structure of Figure 4.1, it is possible to integrate these
equations over the full depth (0 € 2z < h+s) and so include the

integrated influence of all the relevant terms.

4.2. 1 CONSERVATION OF HEAT

The one-dimensional equation of virtual heat (hereafter called heat),
neglecting radiative transfers, may be written as

30/3t = - J8' W' / 3z (4.1
Manins (1982} points out that horizontal advection of heat may be
important, however lack of horizontal temperature gradient data
usually precludes the inclusion of these effects. Driedonks (1982)
determined that horizontal advection ras not important in his data
set. He also determined that humidity variations may be important

which supports the use of virtual temperature and virtual heat.

Integration of (4.1) across the AML and the inversion, assuming & is
very small (to be discussed later) and neglecting turbulent fluxes
above z = h + §, gives

hdea/dt = Aedh/dt + H./(pCs) (4.2)
The right hand first terml comes directly from the application of
Leibnitz's Rule, recognising that the integration limit z = h + §
varies with time. Failure to apply this Rule has led some researchers

into error and unnecessary complications, as Will be seen later
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4.2.2 CONSERVATION OF MOMENTUHM

The equation for horizontal momentum may be split into x and vy

components, ®With mean velocities U and V respectively:

du/at FV - FVe - p~'31,./32 (4.3)

il

3v/3t = - £U + fUy - p ' 37,/32 (4.4)
where Uy and V; are the components of the geostrophic wind, and f 1is
the Coriolis parameter. Above the inversion where the stress is
negligible, (4.3) and (4.4) describe the inertial oscillation of the

air mass, as discussed by Manins (1982). Belor the inversion these

equations may be integrated over the HML depth to give:

3Us {“ dh 1.

h— = fV¥a,h - £l Vgdz + AU— - - ~ (4.5)
at ® o ° dat  p

ava {“ dh T,

h— = - fUsh + f{ Ugdz + AV— - — (4.6)
at ® o © at  p

To evaluate the integrals in (4.5) and (4.6), one must specify Ug(2,t)
and Vg(z,t) which 1in turn requires knowledge of the synoptic scale

horizontal temperature gradients as functions of z and t.

4.2.3 CONSERVATION OF TURBULENT KINETIC ENERGY

Followring Denman (1973), the equation for turbulent kinetic energy

( hereafter TEKE) may be ®ritten as:

1 3E —1 | 3 ' E —
- — = - ur = - —in 2y —]1 - gp'ﬂ' - & (4.7)
2 3t 3z 32+ Sp 274 P

1) (2) (3) (4) (5)

The various numbered terms are defined below.

-91 -



(1) time rate of change of turbui.nt Kinetic energy, E, in the HML,

rhere E = (u'? + v'2 + g'2)

(2) production of TEKE due to the working of the Reynolds stress

(u'"®"') on the mean shear,
3 divergence of the vertical flux of TKE induced by pressure (p')
and velocity fluctuations at the upper and lower boundaries,

(4) TKE expended in rorking against buoyancy forces

(gp'R'/p = -~ go'®R' /Ty), recalling that o is virtual potential
temperature,
(5) rate of destruction of TKE by viscous dissipation.

Unlike temperature and velocity, it is not reasonable to consider TKE
as being well mixed throughout the layer (see Hillis and Deardorff,
1974) ., For the purpose of this analysis, a vertically averaged level
of TKE may be defined:

1{r
Ee = ‘f E dz (4.8)
hloe

Similarly, a vertical averaged WML dissipation rate is:

1 h
Ea = “f € dz (4.9)
h

0o

Integration of (4.7) across the HML and the inversion yields:

1 dEe Eadh hre 30 p'
L i N
2 dt 2 dt [} 82 P 2 =0
h rHy dh
L [—— - Ae-——] - €sh (4.10)
2Tv “pCs dt

rhere turbulent fluxes and energy loss via internal waves above the

inversion have been neglected.
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4.3 PARAMETERIZING THE DAYTIME TURBuiENT ENERGY BUDGET

The integrated turbulent kinetic energy equation (4.10) is clearly not
in a form suitable to yield information on HML growth. The various
source and sink terms must first be parameterized in terms of
measurable mean flow quantities. As previously mentioned there has
been a considerable volume of work published over the past two decades
describing alternative parameterization schemes for application to the
atmospheric and marine rell mixed layers. The generalised
parameterization scheme proposed by Rayner (1980) for a mRater
reservoir (rRhich is summarized by Spigel, Imberger and Rayner, 1986)
has been adapted to describe the growth of atmospheric rell mixed

layers.
4. 3,1 MECHANICAL MIXING AT THE SURFACE

Near the surface, there is a contribution to TEKE from shear production
and pressure fluctuations in the boundary layer. Kraus and Turner
(1967), and HNiiler and Kraus (1977) describe these contributions as
the working of the wind, given by the stress times a wind velocity

scale. This may be expressed in the form:

—Jhﬁg—fdz - [w' (—E'+ E)] =353u.3 (4.11)
c

where us 1s the friction velocity and Csx 1is a constant (to be
specified) which relates to production of TKE but does not attempt to

account for dissipation, wrhich is handled separately.
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4.3.2 SHEAR INDUCED MIXIING AT THE 1NVERSION

TEE 1is also produced by shear across the inversion. Employing

integration by parts, it is simply shown that:

h+3s
Re—li] 1 dh
- u'R' =dz = AU+ AV — (4.12)
{h - dz 2[ ]dt

This result indicates that the kinetic energy lost due to entrainment
of quiescent fluid becomes available to work locally to further deepen
the layer. Pollard, Rhines and Thompson (1973) and Hanins (1982)
considered this term to represent the dominant mixing mechanism. By
equating this source term with the buoyancy sink term in (4.10), these
authors derive a Froude No. criterion,

Fr = ghde/tTv(AD? + AVZ)1 = 1 (4.13)
In other words, growth of the HML occurs wmhenever Fr + 1. Although
shear production may be a dominant mechanism in the ocean HHML, it has
been found to be gemnerally a secondary mechanism in the atmosphere and
so the Froude No. criterion is not generally applicable. This issue

Rill be addressed further in Section 4. 3. 8.

4.3.3 BUOYANCY INDUCED MIXING

The term ghH./(2pC,Tv) 1is, by definition, Xw®s> where ®s is the
buoyvancy velocity scale first introduced by Deardorff (1970). A useful
feature of the integral approach in Section 4.2 is that terms like we
are formally derived rather than having to be introduced via an

external scaling argument, as done by Zeman and Tennekes (1977).
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4.3.4 COMBINED SURFACE ENERGY SOURC.3

It is convenient to combine the surface mechanical and buoyancy source
terms of Sections 4.3.1 and 4.3.3 into a single parameter:

£qs 7 = %(Wa® + Cw’ue™) (4.10)
Again, this combination occurs as a matter of course in followring the
integral approach. By =wray of contrast the derivation of a combined
surface source term for the local energy balance approach is confused.
Driedonks (1982) and Tennekes and Driedonks (1981) both speak of a
“"useful interpolation formula"™ but are unable to agree as to whether
the square or cube of the source terms should be added. The form of
(4.14) (adding the cube of ®m. and u.) 1is clearly correct; it correctly
accounts for the case of weak mixing when surface cooling is occurring

but Cu3us> > -wa”.

4.3.5 DISSIPATION

There are differing viewrs in the marine and atmospheric literature on
the most appropriate means of parameterizing dissipation of TKE.
Niiler and Kraus (1977) favour the reduction of each individual source
term by an efficiency factor. HMahrt and Lenschor (1976), Zeman and
Tennekes (1977) and others favour a combined parameterization of the
form:

Eah = X CegEa’’? (4.15)
The laboratory experiments of Hillis and Deardorff (1974) support this
form for surface sources of TKE, and hence it 1is adopted here.
Homever, as pointed out by Rayner (1980) and Driedonks (1982), it is

likely that a large fraction of the TKE generated by shear at the
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inversion is dissipated locally rithout being fed into the HML. In
other sords, shear generated TKE is expended locally in smearing the
interface (1i.e. increasing the 1local potential energy) and by
dissipation. Therefore, it seems appropriate to parameterize the local
dissipation due to shear at the inversion by a separate efficiency
factor Cg, yielding the modified shear production term

% Ce(AU? + AV?)dnh/dt.

Zeman and Tennekes (1977) include a separate dissipation term for the
thin inversion region where h is not the appropriate length scale. The
appropriate form of this term is not clear, and its inclusion has been
found to give no significant improvement (Driedonks, 1982) so it will

not be included in the present Study.

4.3.6 CLOSURE ASSUMPTION

The vertical integral models of Niller and Kraus (1977) neglected
terms in (4.10) involving the TKE level Es in order to close the
equation set. However, the formulation of Tennekes (1973) suggests a
closure scheme whereby Eo may be explicitly retained. He argues that
the TEKE flux convergence beneath the inversion must scale as 003/h,
where 6.° is the vertical component of TKE and o. 1is taken as a
vertical velocity scale. This flux in turn provides the energy for
local sinks at the inversion. Tennekes (1973) identified only one sink
(apart from dissipation), being the energy required to entrain fluid
into the FHHML, as represented by the term % ghAe(dh/dt)/Tv in (4.10).
Zeman and Tennekes (1977) subsequently introduced a second sink term

to account for the energy required to “spin wup" the entrained
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R

quiescent fluid, as represented by the term - Ea(dh/dt) in (4.10).
The detailed derivation of this term described by these authors
corresponds to the simple application of Leibnitz's Rule in the

integral method.

Tennekes and Driedonks (1981) state that most authors agree on the use
of a flux convergence hypothesis along the above lines if a 1local
energy budget is employed. In fact, this perceived difference betmeen
tﬁe local and integral approaches has no substance, since a

corresponding hypothesis may be employed in the integral method.

Considering the integrated energy balance of (4.10) Rayner (1980)

hypothesised a similar energy transfer mechanism to provide closure.

This is stated here in two parts:

i) The flux of TRE directly below the inversion may be modelled by
-% CrEe’’? mhere Ea = 0.2,

ii} This flux, together with any local TKE production, supplies all
energy sinks at the inversion.

From inspection of (4.10) the following expression satisfies (i) and

(ii1) above:

Cr Cs
LAY IE S Lﬁuz + sz]__ - .= (4.16)
2 2 dt 2T. dt 2 dt

Equation (2.10) may now be rewritten as two equations with the
foregoing parameterizations introduced:
dBa/dt = [gs® - (Cr + Ce)Ea?’?1/n (4.17)

dh/dt = CrEa>’2/UEa + ghde/T. - Cs(AU? + AVH)] (4.18)
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Given values for the various coefficients and the necessary
meteorological data, equations (4.17), (4.18), (4.2), (4.5) and (4.6)

may be solved to evaluate Ep, h, 84, Us and Va.
4.3.7 EVALUATION OF COEFFICIENTS

Information from field and laboratory experiments may be employed to
evaluate the coefficients Cr, Ce, Cw and Cs. The folloring items of
information allowr this evaluation with a degree of redundancy for
checking purposes. '
(a) Hillis and Deargorff (1974):
Ea/2 = KeaWs?, Kea % 0.4
for steady;state, free convection conditions. Steady-state, in
the present context, means constant surface inputs (i.e. q:’
constant).
(b) Aillis and Deardorff (1974), Kaimal et al. (1976), Hahrt and
Lenschow (1976):
o = KeRa?, K¢ % 0.4 » 0.5
for steady—-state, free convection conditions,.

(c) Rillis and Deardorff (1974), Stull (1976):

e'w' (h)/e'w' (0) Ka, Ka # 0.1 » 0.3

for steady-state, free convection entrainment of a strong density
Jjump.
(d) Deardorff (1974):
dh/dt = KuWe, Ko = 0.2
for steady-state grorth of a convective layer into a neutral

environment.
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(e) Hu (1973}, Kato and Phillips (1569)

dh/dt = Kpu= T./(ghfA8), K, = 0.234 (HW

u

2.5 (Phillips)

for steady-state gromth of a layer mith a strong density jump.

In

Hu's experiment, turbulence was generated by Rind shear in a

Rind/wave tank, with negligible internal shear. The Kato

and

Phillips experiments wWere conducted 1in an annular tank ®ith

surface shear. Internal shear generation of TKE ®as important
this case.
(£f) Tennekes and Lumley (1972):

dh/dt = Kyus, K¢ * 0.3

in

for growth of a layer into a neutral environment with turbulence

generated by surface ®Wind shear.

Rayner (1980) derived the folloming relationships between the model

coefficients and those represented in the experimental information:

Cr

Ce

®#ith the redundant information

E. = CF(Cr + Cg)~'/3 (4.

Also,

Cx? = Kp/Ka (4.

with the redundant information

Ko

or

Cw = RulCr + Ce)'/3/Ck (4.

..99..

Ka(2Kea) "3’% (4.

(1 - Ea)(2Kqea) %72 (4.

CFCk(Cr + Cg) 173 (4.

19)

20)

21)

22)

23)

24)



with the redundant information

Ko = KaCn’ (4.25)
4 comprehensive analysis of the various combinations of these
coefficients was carried out, bearing in mind the experimental
uncertainty of values stated in (a) to (f) above. A self-consistent
set, chosen as a result of this analysis, is as folloss

Eee = 0.4, Ke = 0. 41, Ka = 0.18

Cr = 0.25, Ce = 1,15, RKe = 0.22

Equations (4.22) and (4.23) give (for K, = 0.234)
Cn = 1.09 Ko = 0.25
Equations (4.24) and (4.25) give (for Ke = 0.3)

Cw = 1.33 Ko = 0.42
These values of Kes, Ko, Ka and Ku are within 10% of their expected
values, as detailed in (a) to (f) above, giving confidence to the
method of determination. K, calculated from (4.23) is somemhat lower
than the expected value. Alternatively, the calculated value of K,
from (4.25) is somerhat larger than Ru's estimate from (e). The latter
is accepted as correct on the basis that in HRu's experiment, the
"wind/wave interaction ®ould not have been fully developed in his small
(2.3 m long) tank. The chosen value is much smaller than that for the
Kato and Phillips experiment, as would be expected if internal shear

Ras dominant in their case.

It should be noted at this point that the acceptance of a K, value of
0.42 differs significantly from the value of 5 derived by Kantha et
al. (1977) and utilized by Driedonks (1982) in order to simulate his
field data. Further discussion on this important issue =®rill be

deferred until Section 4.6 where it can be viewed in the light of EKAMS
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field data.

The only coefficient as yet undetermined is Cs. Experimental evidence
from which to determine Cs is sparse. Sherman, Imberger and Corcos
(1978) summarise the available information, concluding that Cg = 0.3
is the best available estimate. From this and other papers it appears

that Cs may fall between 0.2 and 0.5.°

4.3.8 COMPARISON HITH OTHER HMODELS

The model described in the foregoing Section is the only one knowrn to
the author which explicitly retains the TEKE variable S. in the
solution. Imberger (1985) evaluated this model's performance in
simulating a diurnal cycle of heating and mixing within Rellington
Reservoir for =®hich a comprehensive, high quality set of data wmas
available. The model showed a high level of skill in simulating the
temperature structure throughout the day, supporting the results of
Rayner (1980). Imberger examined the relative importance of various
terms 1in the model equations and demonstrated that the energy storage
term, hdEa/dt, plays a significant role in regulating the mizxing in
the diurnal mizxed layer when surface meteorological forces are
variable. Since the surface forcing term q.3 is proportional to the
cube of the wind velocity, it is important to ensure that short term
(e.g. 10 minute) wind speed maxima are not averaged out in the input
data. By directly computing the energy storage via (4.17), and
utilizing this value to compute the the “spin up" term 1in the
denominator of (4.18), fluctuating meteorological data may be

accepted mithout impacting on the numerical stability of the model.
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The importance of the time derivative of Ea in a model of the
atmospheric HML is somewhat less than in a model of diurnal cycles in
a water body. Apart from the transient periods around sunrise and
sunset, there i1s a close balance in the atmosphere bet®ween sources and
sinks of energy, with the sources being dominated by convective
mixing, rRhich 1is 1itself governed by the surface heat budget and
therefore not subject to large rapid fluctuations, A good
approzimation to the HHML behaviour can therefore be obtained from a
simplified model which neglects the temporal TKE term, in which case

(4.17) and (4.18) reduce to a single equation:

dh/dt = Ckqe /1Crqs? + ghAe/T., - Cs(AUT? + AV?)) (4.26)
mhere Cr = (Cf + Cg) 2’3
Ck = Cr/(Cr + Cg)

An entrainment relation in the form of (4.26) was first proposed by
Sherman, Imberger and Corcos (1978) for oceans or lakes, although some
aspects of their derivation differ from the above. It 1is also
essentially the same as that proposed by Driedonks (1982) for the
atmosphere, if the inversion-base dissipation term used by that author

is neglected.

Given the values of Cr and Ceg derived in the previous Section, the
coefficients in (4.26) have the values Cxk{(=Ka) = 0.18 and Cr = 0.8,
The value of Cx % 0.2 has wride acceptance. The value of Cy derived by
Driedonks (1982) is unfortunately affected by his acceptance of the
Rantha et al. (1977) result, as previously mentioned, and so cannot be

meaningfully compared to the above figure. However, the definition of
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Cr and the method of evaluation are identical. Driedonks (1982) finds
the "spin up" term er.zdh/dt to be of little importance in modelling
his field data. Nevertheless, there are clearly occasions on which the

term would be significant and so it should be retained.

Noting the foregoing favourable comparison ®with other water and air
studies, it 1s appropriate to restate that the generalised model given
by (4.17) and (4.18), and the simplified version given by (4.26), have
been developed using a combination of accepted principles from both
oceanographic and atmospheric research, demonstrating that the
conventional methods in these twmo fields of research can be reconciled

into a generalised approach.

Driedonks (1982) and Driedonks and Tennekes (1984) discuss problems
experienced in solving their version of (4.26) due to the behaviour of
the shear term groring and forcing the denominator to turn negative,
thus giving nomsensical results. It 1is evident that the numerical
solution employved by these authors is not suited to the task. A stable
scheme, employing a dynamic timestep adjustment process, =wrill
correctly model the rapid deepening rates which accompany shear gromth
and ®"ill ensure that the denominator stays positive. If the scheme in
use 1is not capable of solving (4.26) directly, an explicit form of
(4.26) may be used, as followus:

dh/dt = [Ckgs® + Cs(AU® + AV?)RI/(Crqs? + ghle/T.1 (4.27)

rhere R is an entrainment rate determined from the preceding timestep.

Baviné identified the numerical problem, Driedonks and Tennekes assume

tentatively that inversion shear effects can be incorporated into
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other shear effects associated RrRith surface friction. Rhilst this
assumption may not lead to significant errors Rhen modelling
atmospheric HHLs it is clearly inappropriate for water bodies, where
the timescale for changes in mean HML momentum (and hence also AU and
AV is far greater than the timescale for changes in mind-induced

stress.

Heteorologists are in disagreement over the relative importance of the
inversion shear mechanism: Manins (1982) considers it to be the major
mechanism, while Mahrt and Lenschow (1976) and Deardorff (1979)
consider it to be almost always insignificant in the atmosphere (but
not the ocean). Driedonks (1982) obtained good agreement between field

results and model results with the shear contribution neglected.

There have been tw®wo recent developments relating to the shear
production mechanism. Firstly, Deardorff (1983) has developed an
elaborate scheme in which the thermocline or inversion thickness § 1is
assumed to represent the integral length scale at the interface. He
parameterizes 8/h in terms of three separate Richardson Numbers based
on surface stress, convection and internal shear respectively

Secondly, Spigel et al. (1986) have extended the integral approach to
include a thick interface, 1in order to more accurately model RML
deepening when internal shear is a dominant mechanism. The resultant
equations are far more cumbersome than those presented above. Both of
these developments may be applied to the atmospheric HHL, but they are
primarily aimed at marine or reservoir RMLs where internal shear 1is
known to be important. Driedonks and Tennekes (1984) choose not to

pursue Deardorff's (1983) method on the basis that it is unlikely to
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lead to significantly better predic .ons in atmospheric problems.

Inclusion of the inversion shear terms in (4.2.6) necessitates the
solution of the momentum equations within and above the HML, which 1in
turn requires knowledge of the synoptic horizontal temperature
gradients (see the discussion in Section 4.2.2). Such data are not
readily available on a routine basis and hence there appears to be no
Ray of confidently computing the inversion sﬁear contribution for most

applications.

Investigation of the importance of inversion shear contribution in
the present Study wmas limited to a single field experiment, which ®ill
be discussed in Section 4.6. On the basis of the negative finding from
that investigation, and the points discussed above, the shear term has

been neglected in the mixing depth model.

4.4 NOCTURNAL BOUNDARY LAYERS

The nocturnal boundary layer (NBL) is that layer adjacent to the
earth's surface =®ithin ~®rhich turbulence generated by shear stress
persists against the damping forces of the stable vertical
temperature gradients, which are established by radiative cooling of
the surface. The turbulent kinetic energy level, indicated by the
magnitude of 0., has its maximum at the surface and decreases to zero

at the top of the NBL.

Aeil (1985%) provides a very useful overview of the state of knowledge

relating to diffusion in the nocturnal boundary layver, including a
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brief reviewm of methods for predicting the NBL height, His stated
primary reason for determining the NBL height within a dispersion
analysis‘ is to determine whether buoyant emissions from elevated
sources lodge above the NBL or within it. Plumes which level out above
the top of the NBL are expected to have no ground level impact on the
surrounding region (i.e. they ®ill not mix to ground level). The NBL
height is also employed in a parameterization of J., ®which Reil

suggests may be used to calculate vertical dispersion.

Having introduced the NBL at the start of this Chapter as an example
of limited mixing rhich may potentially be of concern (i.e. by causing
elevated ground level concentrations), it will now be argued that the
height of the NBL is not a parameter of interest in the current Study.
This in turn w®ill justify the avoidance of what is a major research
topic in 1itself. In this regard Hahrt (1981) points out that the
stable planetary boundary layer height is one of the most difficult
characteristics of the stable boundary laver to determine from

observations and that such a determination should be avoided where

possible.

As will be described in greater detail in Chapter 6, it 1is standard
practice to include "reflection terms" within a Gaussian plume model
Rhich simulate the "1id" effect at the top of the daytime HHML and the
continued mixing throughout the HML of pollutants which may have
reached the height of the lid at some distance downrind. If NBLs were
to be considered within a model, it would not be valid to treat them

in the same way as daytime well mixed layers because:
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(a) they are not well mixed,

(b) they have no capping "lid".

In other words, there is no analagous mechanism of "reflection”™ at the
top of the NBL. Any pollutants which reach the upper limit of a NBL
®#ill be trapped rather than reflected, since the turbulent energy
level and associated mixing rate at this height are very small

(Caughey et al., 1979).

Accordingly, it is thought that the only valid direct use of the NBL
height in a conventional Gaussian plume model 1is in determining
whether a plume has risen above the HNBL and therefore wmay be

considered to have zero impact on the surrounding area.

As stated in Chapter 1, the current Study objectives limit the region
of interest to within about 15 ke of the source, ®ithin ®rhich distance
the most significant primary pollution impacts will be experieaced.
Over this relatively short distance, the iapact of plumes froa
elevated sources in stable conditions is very small (in aost cases
negligible), whether or not the plumes escape above the HNBL.
Consequently there is little justification in the current Study for

including a simulation of NBL heights.

On a more general basis, it may be argued that the phenomenon of
plumes escaping HNBLs should be neglected in air pollution prediction
models as a conservative measure, at least until such time as the
confidence in accurately predicting NBL heights reaches a reasonable
level. The penalty associated with neglecting HBL heights 1is w@&inor;

relatively low levels =®rill be predicted at large distances from the
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source. Short term (e.g. one hour average) levels predicted in this
Ray are likely to be small compared to the levels which may actually
occur during morning fumigation events, that 1is, rhen a plume
originally trapped above the NBL 1is engulfed by a growring daytime
mixed layer. Modelling of fumigation is of far greater importance than
modelling the trapping or otherrise of elevated plumes in stable
conditions, but it ®Rill not be addressed in this Study, again because

of the limited scale of interest.

The intentions stated above are simply achieved in a conventional
Gaussian plume model by setting the "mixing height" equal to a very
large number in stable conditions, so that the "reflection"
calculations are not invoked. An estimate of the NBL height 1is
required each morning shortly after sunrise however, to provide an
initial value for the well mixed layer height simulation. As Tennekes
(1973) points out, the precise value chosen initially tends not to be
particularly important because the rell mixed layer height simulation
rapidly loses its dependence on the initial value. Accordingly, the
simple NBL height formula proposed by Venkatram (1980a) was adopted:

h = 2.4x10° uwa?’? (4.28)
This formula showed considerable skill in describing the data analysed
by Venkatram, and is attractive in that it is wrell behaved around the
evening and morning transition periods, even though it does not
directly apply to these periods. To take account of the slor response
of the NBL to changing ®winds, u: may be averaged over the hour (or

thereabouts) preceding the morning prediction.
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4.5 A MODEL OF ATHMOSPHERIC MIXING DEPTH

The computer model described in this Section was developed to predict
the mixing depth associated with radiation inversions, based on the
theory presented in Sections 4.2 and 4.3. In this model, subsidence
inversions modify the growth of the mizxed layer via their presence in
the initial model temperature profile taken from an airport radiosonde

record. However, subsidence is not dynamically modelled.

A flow diagram of the model is provided in Appendix C. The computer
model employs a number of innovative features necessary to implement
the theoretical results. These are described belowr, together mith an

overview of the model structure.

4.5.1 HODEL INPUT DATA

The main input data file is the output file of the model SOIL
described in Chapter 3. The contents of this file are:

DATE DAY TIME Hv, us, 10/L, T., 6, U, direction, sigma.

Here, o is the potential air temperature measured at 10 m height, and
Tv is the corresponding absolute virtual temperature. Hind direction
and sigma {direction variation) are carried passively through the
model so as to be included in the output file for subsequent use in a

dispersion model.

4.5.2 NIGHT TO DAY TRANSITION

At the start of each modelled day, as signified by a change of day
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number in the input data. the times of sunrise and sunset (1in minutes)
are computed. A summary 1s given in Appendix A of the solar radiation

theory involved in this computation

A continuous check is maintained to see if the model time has advanced
to that of sunrise. Following sunrise. the model initiates a check to
determine 1if there 1is sufficient production of turbulent kinetic
energy at the surface to 1increase the mizxing height above the
calculated NBL height; 1.e. q.’ from (4.14) is positive. Typically,
this may occur half an hour after sunrise, by which time the solar
heating 1is significant. From this time until sunset or later, the

mixing depth wmill be determined from a solution of (4.26) and (4.2).

4.5.3 DETERMINING THE INVERSION TEMPERATURE JUHP

Equations (4.26) and (4.2) both contain the term A6, being the jump in
temperature across the inversion. This may be expressed as

ON8 = 8a - 814 (4.29)
Rhere 6y is the temperature immediately above the inversion (see
Figure 4.2). Hith 6« coming from the solution of (4.2), it remains to

specify or compute 81 throughout the day.

The only viable option in this Study was to utilise the morning (0700
RST) radiosonde data from Perth Airport, which were processed to
produce virtual potential temperature profiles up to 5000 m. (HST
denotes local (Hestern) standard time.) It 1is assumed that the

temperature structure above the modelled mixed layer remains unchanged
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from that of the morning sonde profile: hence the dynamics of
subsidence. horizontal temperature gradient advection and radiation
divergence are neglected. The neglect of the first tro of these
influences 1s supported by the findings of Driedonks (1982) and
radiation divergence 1is5 likely to be a detectable influence at
night-time only. For the purposes of dispersion modelling, these
assumptions are expected to be quite satisfactory, since early morning
limited mixing depths will be calculated with maximum confidence, and
accuracy will be less important later in the day when mixing depths
are large. Values of &y throughout the day are extracted from the
profile for the current mixing height, as will be described 1in the

next Section.

4.5.4 DAYTIME INITIALIZATION

The following procedures are invoked by the model at the time gq= first

goes positive after sunrise.

(a) Loading a Morning Temperature Profile (SUBROUTINE LOAD)

The processed sonde profile for the morning is read in with the
folloring format:

DATE DAY TIHE NN BST (HEIGET - TEMPERATURE PAIRS)

where NN is the number of pairs and BST is the 10 m level
temperature from the Rattleup Base Meteorological Station at the
sonde release time . (This temperature value is inserted into the

sonde data when the data are being processed.)
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The program which processes the radiosonde data ensures that
there are no time gaps 1in the processed file by inserting
records, 1if necessary, ®ith =zero 1levels (i.e. NN = 0) Other
anomalies can also cause profile deletion, giving NN = 0. If such
a record 1is encountered, the model sets the ground level
temperature 6(1) equal to BST. It then synthesises a profile
using the default lapse rates which are read in at the
commencement of a model run. This default information specifies a
standard shape of temperature profile for each month, determined

from prior extensive visual inspection of sonde data.

The radiosonde data may produce profiles up to only a limited
height, probably reflecting instrument failure. These profiles
are extended to 5000 m by appending profile levels rhich follow

the standard shape for that month.

These correction procedures, rRhilst scarcely ideal, are necessary
to improve continuity of the model. Fortunately, they are

required infrequently..

Correcting the Time Difference

It is most unlikely that the model time at which gs: goes positive
Aill be exactly the sonde release time (usually 0700). If the
model time indicates commencement of mixing prior to 0700 (e.gq.
during summer) the sonde profile is likely to show a modified

structure near the ground from which it is difficult to infer the
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(e)

"unmixed" profile shape. Alternatively. mixing may commence after
0700 (e.g. in wrRinter)., in which case the sonde profile should be
quite representative of the 1initial "unmixed" profile. The
profile correction procedure adopted is as followus: the lowest
(ground level) profile temperature is corrected for the change in
temperature between sonde release time and model time by
subtracting the corresponding change at the Hattleup
meteorological station - hence the requirement of BST in the
sonde data. If significant mixing has modified the sonde
profiles, the second and higher levels méy also w®Warrant

correction, but this is not practicable.

Specifying the HML Temperature

The final step in the process of specifying the vertical
temperature profile for a day 1is to determine an appropriate
initial value for the HHML temperature 8. The initial value for
the HHML depth (or inversion height) h is taken as the calculated
value of the NBL height. Determination of ©s depends on the
position of the inversion relative to the sonde levels, which may

fall into one of two categories:

(1) z(1) ¢ nh < z(2)

In this case, the 1inversion is below the first elevated level
2(2). 8(1) is constrained to be less than 6(2) (i.e. a stable
density structure). Figure 4.2 illustrates the following points.

The best available estimate for 6« 13 6(1), as this value will
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reflect the existing mixing at the time. (Recall that qs goes
positive only wmhen there is enough energy input to fully mix the
NBL and deepen it furpher, so mixing Rithin the NBL will be at
least partially established at this time.) It is also necessary
to know the slope of the temperature profile above h in order to
determine 7 by linear interpolation as the simulation proceeds.

For this purpose, having set 8., 9(1) is modified to an 'unmized'
value shown as 6'(1) such that the heat content of the layer is

conserved. It is easily shown that

hre(2) - e(1)
e'(1) = 8(1) ~—- —[—————-———-——J (4.30)
2+2(2) - z(1)
61 is subsequently determined from
8(2) - &' (1)
8¢ = 8'(1) + (h - 2(1)1[————————————1 (4.31)

z2(2) - z(1)

(ii) h > z(2)

If the initial HML height places the inversion in an elevated
layer of the sonde profile, the only consistent approach is to
apply conservation of heat and so determine 6. This procedure is
shorn schematically in Figure 4.3, where the shaded areas are
equally distributed about the HML profile. As before, the profile
is constrained to be stable, i.e. &a < 8. The value of 61 (and
hence Ae) in the laver z(J) to 2z(J+1) are subsequently determined

from

6(J + 1) - o(J)
] (4.32)

81 = o(J) +(h*Z(J)][(J+1) D
2 - 2
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4.5.5 DAYTIME INVERSION EROSION

Integration of the layer deepening and heat equations (4.26) and
(4.2), to give the evolution of h and 9« throughout daylight hours, is
performed by a fourth order Runge Rutta scheme as described in Section
3.3.5. At each Runge Kutta step, q.’ and Ae are evaluated and used to
compute the derivatives. The integration time-step is matched to the
10 minute meteorological flux data although the integration scheme
does invoke time-step halving 1if necessary to maintain numerical

stability.

4.5.6 HELL MIXED LAYER STAGNATION AND TRANSITION TO THE NOCTURNAL

SITUATION

The computation of qs described in Section 4.5.2 continues throughout
the day. If q: goes negative, a check is made to see if the model tinme
has passed the time of sunset. It is possible that gz may go negative
during the day due to a change 1in meteorological conditions
(especially solar insolation or rainfall). In this event, the HHML 1is
assumed to be stagnant (h does not change) and (4.2) is solved alone
to describe the change of .. If however the model has advanced past
sunset, it sets h to a large recognisable number (usually 999 m) for
the rest of the nocturnal period. The NBL height from (4.28) 1is in
fact calculated throughout the night so that the averaged values are

available at the time of sunrise.
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4.5.7 MODEL OUTPUT DATA

Data records in the output file have the following format:

DATE DAY TIME h, H., us, 10/L, T+, 6, U, Direction, Sigma, 6., A8

Nocturnal records omit the last two variable, 8s and Ae, and are

easily identified by this omission plus the large constant value of h.

4.6 SIHULATION OF AN OBSERVED RADIATION INVERSION EROSION

In order to test the model described in Section 4.5, a field study of
radiation inversion erosion was conducted on the 29th October 1980.
In brief, the key elements of the field study were:

(1) hourly slow-ascent radiosonde releases =®ith dual theodolite
tracking to provide estimates of the time evolution of
temperature and velocity profiles,

(ii) operation of a monostatic acoustic sounder,

(iii) routine measurements at the Hope Valley Base Station, augmented
by measurements of net radiation, ground heat flux and ground
temperature, giving a comprehensive set of data from which

turbulent fluxes could be calculated.

Calculation of turbulent fluxes via the heat budget model (SOIL) and
the tomrer profile method (HVFLOX) for this field study has been
described in Section 3.4. The results of calculations have been
peplotted in Figures 4.4 and 4.5 in a slightly different form
(notably the inclusion of mean wind speed and friction veloecity). The

calculation results will not be rediscussed except to note that during
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the period of 1interest (midnight to 1200 on 29/10/80) there is
generally good agreement betwreen measurements and the cglculation
methods. Despite the large fluctuations in HVFLUX estimates during
daytime hours, the total heat transfer during morning hours matches

the SOIL estimate reasonably well

Figure 4.6 shows the potential temperature profiles obtained from
hourly radiosonde releases throughout the study morning. The profile
at 0608 shows no effect of mixing near the ground, Rith a radiation
inversion of about 8°C potential between ground level and 350 m
height. This profile is used to initialise the model as described in

Section 4.5. 4.

The simulation =wras commenced at 2200 on 28/10/80 to allor an
examination of the nocturnal boundary layer height estimate. A sample
of the acoustic sounder record appears in Figure 4.7, over which has
been superimposed the NBL height calculated within the model. The
latter decreases steadily towards dawn as the stability increases and
us becomes smaller. The sounder indicates that some turbulent activity
is present at levels well above the predicted NBL height. At 0608
there is a close correspondence between the NBL height indicated by
the sounder and the height of the point of inflection in the
temperature profile (approximately 350 m), satisfying the criterion
proposed by von Gogh and Zib (1978) for determining NBL height. The
performance of the NBL equation (4.28) is not good in this instance.
In view of the lowr importance attached to this estimate (Section 4.4)

the matter will not be pursued.
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The 0608 potential temperature profile clearly indicates that there is
no large scale mixing between ground level and 350 m height. Hind
speed and direction profiles plotted in Figure 4.8 show the presence
of a nocturnal jet at the top of the ground-based inversion. A mean
gradient Richardson No.,

] g de/3z
Ri = = ———— (4.33)
T.(30/3z) 7

computed for the 1layer 6B to 288 metres height from the 0608 sonde
data has a. value of 0.86, wrell above the 0.25 limit for large scale
Kelvin-Helmholtz billowrs (Emmanuel, 1973). It is apparent horever that
localised patches in the shear flow become turbulent and that their
combined effects produce a strong return on the sounder record. Von
Gogh and Z2ib (1978) note that turbulent fluctuations of the correct
order to produce backscatter appear to be almost invariably developed

in the presence of inversion conditions.

The experimental results confirm that the NBL height should not be
considered as a mixing depth in the same sense as a daytime mixed
layer, since the NBL has no distinct inversion "lid" and no large
scale wmixing w®hich would lead to a uniform vertical distribution of
pollutants over its depth. A conventional Gaussian plume dispersion
model should therefore conservatively assume slor diffusion over an
unlimited mixing depth at night. The NBL height is still required to

initialize the HHL height when mizing commences.

The model commenced erosion of the inversion at about 0640, as might
also be inferred from Figure 4.6. Figures 4.9(a) to (c¢) compare the

potential temperature profiles predicted by the model against those
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from the radiosondes. By design, the model profile (solid line) -above
the HHL remains wunchanged from the 0608 profile throughout the day

The modelled inversion is plotted as a step, consistent with the model
derivation. Up to time 1002, the model simulates the erosion of the
inversion in a pleasing fashion, so lending support to the-
formulations of both models SOIL and HHL. The picture at 1101 and
onwards 1s unclear, and also unimportant as the mixing height by this

time is large and sea breeze onset is imminent.

The predicted mixing depth throughout the morning is superimposed on
the acoustic sounder record in Figure 4.10. Although HML deepening
commences at 0640, there 1is little change in the sounder record until
about 0720, consistent rith the notion that the sounder is recording
the presence of small scale turbulence in the remnant NBL. After this
time, the sounder indicates HML deepening at a rate similar to the
model, although the trace extends 100 to 150 metres above the model
prediction. The sonde profiles in Figure 4.6 indicate that this region
above the wodelled HWHL height is in fact the wupper portion of the
strong capping inversion ®hich is definitely not well wmixed. The
‘blackness' of the record (which is of relatively low quality in this
case) 1is clearly not a good indicator of the intensity of turbulence
and it is therefore not possible to quantify theb upper extent of
strong turbulent mixing. Other researchers (Russell and Uthe, 1978)
report a distinct layer echo associated with the capping inversion
above a sgpikey echo structure associated with the convectively mixed
layer. The baée of this layer echo is takep as representing the HRHL

height (Kaimal et al., 1982).
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It is of interest to determine whether the turbulence 1in the strong
inversion layer detected by the sounder is simply locally generated
small scale turbulence, as observed in the NBL, or ®whether it 1is
indicative of larger scale Kelvin-Helmholtz billows at the entrainment
interface, as described by Hall et al. (1975), Sherman et al. (1978)
and others. A Richardson Number criterion for the onset of billowring
activity is given 1in (4.33) above, and this is found by Hall et al.
(1975) to be closely matched by values of Ri calculated from field
measurements. Spigel et al. (1986) point out that sharp stable density
gradients 1in the presence of mean shear are always unstable and that
billowing inevitably occurs, resulting in a stable thickened interface
of thickness & where

§ = 0.3TvAU?/(ghe) (4.34)
From inspection this 1is simply a re-organised version of (4,33),

implying a slightly different value of Ri = 0.3

Values of Ri across the entrainment zone may be calculated from the
radiosonde profiles of temperature and vrind speed, as presented 1in

Table 4.1.

TABLE 4.1 VALUES OF RICHARDSON NUMBER ACROSS THE RELL MIXED

LAYER ENTRAINMENT ZONE

TIME h SONDE de/dz dy/dz Ri
m INTERVAL °C/m m/sec/m

0803 275 246—- 315 0.027 0.033 0. 83

0903 355 298~ 373 0.027 0.017 3.05
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The vertical resolution of the sonde values 1s unfortunately quite
coarse, being limited by the double theodolite tracking method
employed for wind veloclity estimation. However, it is quite apparent
from the calculated values of Ri that, if Kelvin-Helmholtz billowing
is occurring at the entrainment interface, it is occurring over a
vertical scale considerably less than 70 metres (which 1is about the
resolution of the sonde wind speed values). (Note that the layers with
Ri ¢ 0.25 described by Hall et al. (1975) were typically 10 m thick.)
This conclusion 1is consistent with the observation that there is no
large scale modification of the inversion layer evident in the sonde

profiles prior to it being engulfed by the growing mixed layer

Shear generation of turbulence was obviously not an important
mechanism in HRML deepening during the field experiment period; this
can be demonstrated quantitatively as follows, If wme accept a
conservatively high value of AU = 2 m/sec across the entrainment zone
and estimate the entrainment rate dh/dt from the model results (which
match the field observations ) we may then compare the shear
energy contribution CsAU®dh/dt w®ith the surface energy input

Ckqs® = Cx(ws? + Cn?uad). This is presented in Table 4. 2.

The final column gives the percentage error involved in neglecting the
shear contribution to the turbulent kinetic energy budget and hence
also (approximately) the amount by ~which the entrainment rate is
underestimated. This relatively small conservative error 1in mixing

height prediction is quite acceptable for dispersion modelling. Hence,
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TABLE 4.2 COMPARISON OF TERMS IN THE HELL MIXED LAYER

GRORTH EQUATION

TIME AU dh/dt (CsAU?dh/dt| Cxwe® CxCn3us? | error
m/sec | m/min m?/sec’® m?/sec? m?/sec’ %

0803 2 1.25 0.017 0. 26 0.04 9

0903 2 1.94 0.026 0.52 0.02 5

the present model appears adequate for daytime convective conditions,
but would tend to under-predict the growth of the mixed layer under

conditions of limited surface heating and higher wind speeds.

Reference was made in Section 4.3.7 to the high value of K, accepted
by Driedonks (1982). He found that a value of K, = 5, based on the
experimental results of Kantha et al. (1977) ras required in order to
simulate his field data in conditions whefe surface shear was an
important mixing mechanism. This value of K, was much larger than that
selected by Rayner (1980) (0.42) and gave cause for concern, since the
experiment by Kantha et al. (and the forerunner by Kato and Phillips,
1969) nas strongly dominated by internal shear-generated turbulence
and hence not suited to the task of estimating mixing due to surface

shear alone.

Closer examination of Driedonks (1982) methodology has provided a
reason for the disparity. The observations of HML height against ®vhich

his model was compared Rere all made during morning hours folloring
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sunrise, prior to the time ~rhen convection wxas well developed.
Driedonks admitted that the observed temperature profiles during this
period looked nothing like the idealised mixed layer model and in fact
resembled nocturnal temperature profiles. Since there =®as no well
mixed layer to be observed in his temperature profiles, he determined

his observed AML heights from acoustic sounder records.

It has been adequately demonstrated in the literature cited above
(e.g. von Gogh and Zib, 1978) and in the Kwinana experiment that an
acoustic sounder trace does not necessarily indicate the presence of a
well mixed laver, and certainly not at night or just after sunrise.
Driedonks has confirmed this fact, although that w®as not his

intention.

It appears therefore that the seemingly good agreement obtained by
Driedonks represents the misapplication of both his own data and that
of Kantha et al. The analogy between the two data sets is highly
tenuous, since the laboratory experiment included a well mixed layer

rhilst the field data did not.

4.7 APPLICATION OF THE MIXING DEPTH MODEL IN DISPERSION STUDIES

The aim of this modelling exercise, as indicated in the introduction
to this Chapter, has been to provide reliable estimates of mixing
depth and capping inversion strength for use in dispersion modelling,
via a method which is efficient and utilizes routinely available data.
The model encompassed in equations (4.26) and (4.2), which is similar

in form to other models described in recent literature, achieves the
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stated objective. The more generalized model equations (4.17), (4.18),
(4.2), (4.5) and (4.6), which include TKE and interface shear terms,
may be utilized in situations where greater precision is reduired and
the necessary data are available. Neglect of the shear term leads to a
generally small underestimate of WML growmth rate. This conservative

error is likely to be acceptable to dispersion modellers

Tennekes and Driedonks (1981) state that use of a simple HML model can
provide results (h and 6.) Rith adequate accuracy for operational
purposes, Rith relatively 1little effort. This statement matches the
experience in KAMS, during which the model described above was run for

a full twelve months' data for very little cost and effort (KAMS, 1982)

The dispersion model which will be described in Chapters 6 and 7 makes
use of the Ae prediction from the WML model to calculate the fraction
of plume penetrating the capping inversion. The validity of this

procedure wWarrants discussion.

Figure 4.9 showrs modelled values of As which are significantly smaller
than the total temperature increase across the smeared temperature
inversion above the HML. The latter value would probably be chosen by
most modellers although, in practice, it 1s not obvious rhere the real
AHL interface starts and ends. However, it can be argued that any
plume wmith sufficient buoyancy to penetrate Ae, but which cannot fully
penetrate the remaining undisturbed inversion structure, =rill be
trapped in the inversion layer and not released until erosion reaches
that 1level some time later, resulting in fumigation at some distance

Rell downwind of the source. Fumigation 1is an important phenomenon
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requiring separate treatment; it is certainly not adequately described
by employing the total inversion strength measurement in a dispersion
model. If a single mixing height is to be specified, then As as
defined by a H®RML model 1is believed to be the only available
unambiguous estimate of "1id" strength. Fumigation must be modelled
separately for predicting dispersion in the far-field, which is beyond

the scope of this Study.

Subseﬁuent to KAMS, an intriguing variation of the HHL model was
employed for an 1inland location (Collie, Western Australia) where
morning radiosonde profiles wmere not available but where a reliable
continuous acoustic sounder record Ras, Mixing heights at hourly
intervals rRere digitized from the sounder charts. It was desirable to
obtain estimates of Ae for morning hours folloring sunrise when
erosion of stable temperature structure below 1000 m ®ras occurring.
This period was defined by the constraints:

a3 > qetain /

h < 1000 m
Rhere Qs min ®as a specified small value above which daytime mixing
might be assumed to be established (e.g. Qs ain = 0.5 m?/sec?) and qg»*
"mas averaged over 10 minutes. The average value of A¢ during an hourly
interval (or some other chosen interval), bounded by times i and 1i+1%
is given by :

A8 = CkTvQ/lg(h®iss - h%i)1 (4.35)

"i+\
5 qsYdt
i

rhere Q

These expressions come from integration of (4.26) rRith the shear and

"spin up” terms neglected. Neglect of the "spin up" term will result
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in a small overestimate of Ae rhich is quite acceptable

Stated 1in words, (4.35) uses the observed inversion erosion and the
measured input of turbulent energy to infer the average strength of
the interface, Ds. The relationship is well behaved if appreciable
erosion 1is occurring (his+1+ > hi) and the period average of q.3 is
greater than an.in. Outside of the times =rhen the relationship 1is
Hell Dbehaved, the value of Ae is of little significance anyway (i.e.
Within a nocturnal boundary layer or when the mixing height exceeds
the height of rise of buoyant plumes). Calculation of Ae was performed
for a full vear, giving sensible results. These results are not

relevant to the current study and therefore are not presented.

The most commonly used method for estimating daytime mixing heights 1is
to draw a dry adiabat from the surface temperature to the point of
intersection with the morning radiosonde profile (e.gq. Benkley and
Schulman, 1979). Inspection of the field data in Figure 4.9 indicates
that reasonably good estimates may be obtained by this method through
to mid-morning. The weakness of this method lies in the variety of
influences which can corrupt the relationship betreen the surface
measurement and the sonde profile. For example, on days ®Rith identical
temperature profiles and solar radiation but different =®ind speeds,
the method rould predict lower mixing depths for the higher wind speed
day, due to the reduction 1in surface temperature. However, the
sensible heat transfer on the higher speed day would be slightly
greater (since outgoing long-wave radiation would be reduced), plus
there would be a TKE contribution from surface shear, so the mixing

depth could be expected to be greater, not smaller. Furthermore, the
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selected surface temperature would be strongly dependent on

measurement height on calm sunny days, so the method lacks generality.

A second simplified approach for estimating HML depth is to model the
encroachment of the HHL on the morning temperature profile due to the
effects of surface heating alone. This method is appropriate for fully
convective condifions only, and 1is shomn by Driedonks (1982) to
account for about 80% of the HML deepening in these conditions, with
the balance coming from turbulent entrainment. Even though
encroachment is a major effect (and for that reason is included in our
model via (4.2)), it cannot be assumed to apply in isolation without

incurring major errors (e.g. in overcast windy conditions).

4.8 SUMMARY OF FINDINGS

The simplified RML model of (4.26) and (4.2) 1is recommended for
providing reliable conservative input of daytime mixing depth and
inversion strength for dispersion calculations. The model has a sound
theoretical basis, vet is attractively simble and inexpensive to run.
The model and the selected value of its various parameters have been
verified in this Study, confirming similar findings of other
reseachers. The detailed derivation of (4.26) described herein has
served to reconcile the seemingly divergent approaches to modelling
atmospheric and oceanographic #ell mixed layers, and has highlighted a

fer shortcomings in previous analyses.

Nocturnal boundary layers were also examined as a potential case of

limited mixing depth. However, it wmas shown that, for the purpose of
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modelling dispersion over a local distance range ( 15 km or
thereabouts), the mixing height under stable conditions may be

conveniently and conservatively assumed to be very large.
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CHAPTER §

COASTAL IHTERNAL BOUNDARY LAYERS

Coastal internal boundary layers were identified in Chapter 4 as being
an important meteorclogical phenomena which may limit the mizing depth
of pollutants. 1In addition. plumes from tall chimneys near the coast
may interact ®Rith coastal internal boundary layers to cause "shoreline
fumigation"”, as briefly discussed in Chapter 1 and illustrated in‘

Figure 1.65.

A dispersion model designed to simulate these effects requires a
description of the shape of the coastal internal boundary layer. In
particular, as pointed out by Stunder and SethuRaman (1985), the
location of predicted fumigation maxima dormnwind of a tall stack near
the coast is highly dependent on the description of coastal internal

boundary layvers employed by a model.

In the following Sections, simple formulae describing the gromth of
coastal internal boundary layers will be derived and compared w®ith
other formulae which have appeared in the scientific literature. A

field study designed to validate the formulae will also be described.

5.1 THEORETICAL DESCRIPTION OF COASTAL INTERNAL BOUNDARY LAYERS

Figure 5.1 shors schematically the various meteorological parameters
which can be expected to play a part in the formation of a boundary

layer over the land dornstream of a shoreline. during daylight hours
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when the land temperature T. 1s higher than that of the adjacent

water, Twu.

f(z)

B Ny

3 ..\v::'.*.!

FIGURE 5.1 TIBL PARAMETERS (KAMS, 18820

The marine air flow, Aith a stable temperature gradient r, will
experience surface changes of stress T and virtual heat flux Hy as it
crosses the coast. Both of these turbulent fluxes =®ill lead to
turbulent mixing within a surface boundary layer h(x) which grous
downstream. The potential temperature 6. w®ithin the layer can be
expected to be uniform if mixing is vigorous, with a small step at the

top of the boundary associated mith turbulent entrainment.

Venkatram (1977) recognised the analogy between the mixing within a
coastal boundary layer and that which occurs in the atmospheric wrell
mixed layer under a temperature inversion, as described in the
previous Chapter. He proposed the wuse of a standard HML model
(Tennekes 1973) in a Lagrangian framerork, i.e. he modelled the mixing

Rithin a column of air which is being advected downstream at the mean
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flow velocity. The Lagrangian transformation is effected simply by

setting x = Uat mrhere x is distance downrind from the coast

The concept introduced by Venkatram, together with the theory of well
mixed layers described in Chapter 4, may be utilized to derive a
theoretical description of coastal internal boundary layers, as

follows.

Neglecting the effects of shear across the top of the boundary layer
(which is likely to be small) the HHL model equations (4.26) and (4. 2)

may be rewritten as:

dh/dt = Ckqs /[Crqgs? + ghAe/T.) (5.1)
hdea/dt = Aedh/dt + H./(pCs) (5.2)
Rhere gs7 = Wa° + Cn u«’ as before.

The "spin-up” term Crgs’ wWill only be important if Ae is very small,
®rhich in turn will only occur if the marine air stability is clgse to
neutral (r = Q). Neutral flors are not of interest with regard to
shoreline fumigation, whilst the flows of major interest (sea breezes)
exhibit stable temperature gradients. Therefore the "spin up" term

Kill be neglected.

Followming Tennekes (1973), it is now possible to obtain analytical
expressions for coastal boundary laver heights for the limiting cases
of convective and mechanical turbulence. Convective turbulence 1is
dominant 1in the planetary boundary layer over land whenever solar
insolation is appreciable. Equation (5.1) then reduces to

dh/dt = C«®Rs>Tv/(ghie) (5.3)
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Integrating (5.3) together Rith the equation for conservation of
heat, and applying the initial conditions (Ae = h = 0 at t = 0) leads
to the expressions
h = ((4Ck + 2)H t/(pCrr) 11’72 (5.4)
Ao = Cxrh/(1 + 2Ck) (5.5)
Applying the Lagrangian transformation and substituting oﬁr previously

derived value of Ck = 0.18 gives

(5.6)

[2.72 H x ]"2
B pCor Ua

This formula describes the growth of a thermal internal boundary layer
(TIBL) inland from the coast. Even though the initial conditions
stated above are a good representation of the real situation in sea
breeze flows, it 1is worth noting that the results are quite

insensitive to the initial height of the TIBL (Tennekes, 1973).

Hechanical turbulence may determine the growth of a coastal boundary
layer under cloudy skies and windy conditions. In this case (5.1)
reduces to

dh/dt = CkCn’us*Tv/(ghde) (5.7)

Integrating (5.7) and the equation for conservation of heat yields the

expressions
h = (6CkCn us’Tvt/ gr) (5.8)
de = rh/2 (5.9)
Equation (5.7), after substituting for Ck and Csy from Section 4.3.7

transforms to

(5.10)

2.5ue Ty x 7'7°
B3]

This formula describes the grorth of a mechanical internal boundary
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layer (MIBL) inland from the coast. The one-third power l;u ensures
that boundary layer heights predicted by this formula at distances of
a few kilometres are less than those from (5.6) except when surface
heating is very small (e.g. close to sunset or on very cloudy days).
It 1is probably for this reason that HIBLs have been neglected or
overlooked by other researchers. The following review of literature on

coastal internal boundary lavers refers only to TIBLs.

It does not appear to be possible to derive an analytical expression
for the height of the boundary layer in wrhich both mechanical and
convective contributions are represented. A conservative estimate of
boundary layer depth may be obtained by evaluating (5.6) and (5.10),

and choosing the larger value.

TIBL formulae with the same form as (5.6) have appeared elsewrmhere 1in
the 1literature (e.g. WNeisman, 1976; Steyn and Oke, 1982), with the
only difference being the value of the numerical coefficient. The
common feature of most interest 1is the use in the formulae of the
sensible or virtual heat flux Hvy, ®With the implied assumption that

this flux is essentially constant downwind.

An alternative approach to TIBL formulation, as employed by Venkatram
(1977) and Raynor (1975), involves the use of a land-water temperature
difference (T. - Tu) to estimate the heat flux. Venkatram's ezpression

takes the form:

_‘{‘[________.....Z”L - T“)’]Hz (5.11)

U ri1 - 2¥)

where F = Ck/(t + 2 Ck).

-143-



Implicit in this formulation is the assumption that the land
temperature, not the heat flux, is horizontally uniform. Although this
difference 1in approach (which 1is primarily motivated by the
availability of temperature data) may seem subtle, it appears to be

the starting point for a divergence of methods.

The paper by EKerman et al. (1982) is part of a set of papers
describing the comprehensive Nanticoke Shoreline Diffusion Experiment
4 stated major finding of this paper is that tw®o 1internal boupdary
layers can be detected; one to adjust the bulk buoyancy contrast of
the cold onshore flow to the warm land and the other to adjust the
flow for the continued solar heating throughout the day. The first
boundary layer is seen to reach equilibrium at some distance inland

from which point the second is dominant,

The argument advanced by Kerman et al. regarding the first boundary
layver is based on an intuitive description of the perceived reduction
in air—-land temperature difference (and hence also buoyancy
difference) as the air is advected inland and warmed. This argument is
believed to be a poor representation of the real situation. The
picture i1s made much clearer if one considers a local heat budget at
the land surface at any (and all) distances from the coast. Assume for
a start that a TIBL is well developed and that incoming solar
radiation is roughly constant. Under these conditions, the ground
temperature at any particular location will reach a constant
equilibrium value, Assuming also that the ground 1is dry (for
simplicity), it is obvious from the local surface heat budget that the

spatially uniform incoming solar and 1long-wave radiation must be
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balanced by a spatially uniform total of outgoing sensible heat and
long-wave radiation. Since the outgoing long-wave component will vary
from place to place by only a few percent due to variaﬁions in ground
temperature (lower nearer the coast) it follows that the assumption of
horizontally uniform heat flux 1s a good approximation. It is this
heat flux which drives the growth of the TIBL - there are no other
forcing mechanisms. Consequently, 1t makes little sense ¢to
differentiate between sources of buoyancy or excess temperature as
Kerman et al. do. There is just one source - the sun. Their concept of
equilibrium height 1is believed to be a misconstrual of the transient
period folloring the onset of onshore flor, during which time the
near—-shore land temperature adjusts dornward to restore the balance of
terms in the local heat budget. Following this period, if steady state
vere to be reached, one w®would expect to find the local land-air
temperature difference roughly constant for any downwind distance (out
to several kilometres), consistent mith a spatially uniform sensible
heat flux. The land temperatures would therefore exhibit a positive
horizontal gradient with distance from the coast, matching that of the
air. Experimental evidence of this at EKwrinana was documented in
Section 3.4.1. This evidence, coupled ®ith observed and modelled rates
of soil temperature adjustment, also suggests that the transient
period may be quite short (approximately half an hour) so that use of
a steady state TIBL equation would not introduce significant errors

overall.

Misra and Onlock (1982) state explicitly that the sensible heat flux
varies With domnwRind distance in the TIBL, such that wa stays roughly

constant. They refer to Venkatram (1977) for the basis of this
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statement. However, Venkatram gives no such basis. Rather, he assumes
constant land and water temperatures for simplicity, recognising this
as a source of error but arguing that it should be acceptable in the

context of his numerical study

The short discussion note by Heisman (1976) lends strong support to
the assumption of constant heat flux rather than constant land
temperatures. He points out that the constant 1land temperature
assumption 1leads to the wunrealistic prediction that atmospheric
stability increases inland (as the air warms). This argument 1is an

alternative expression of the local heat budget argument given above

Venkatram (1986) presents a derivation of TIBL growrth formulae which

(neglecting coefficient values) reduce exactly to (5.6) if a constant

Asurface heat flux 1is assumed. He discounts the value of this

simplified formula for two reasons:

(1) because surface heat flux data are unlikely to be available in
practice, and

(i) because the formula does not predict an equilibrium height for

the TIBL as proposed by Kerman et al. (1982).

The first of these objections is difficult to sustain in relation to
serious atmospheric dispersion studies, given that the surface heat
flux is a Kkey parameter (as described in Section 1.2) and may be
computed from routinely available data. The second objection 1is
discounted here on the basis of the foregoing review of the paper by
Kerman et al. (19B82). Having adopted the concept of an equilibrium

height, Venkatram proposes that its value be determined from a mixed
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layer model which requires surface heat flux as an input variable. The
proposed model is identical to that which forms the basis of (5.6),
expressed 1in temporal terms (i.e. rith advective terms neglected). It
rould be more meaningful to consider a single model within which
advective terms dominate in the near-field and temporal terms dominate
in the far-field, as has been done by Steyn and Oke (1982) (described
below). Venkatram's proposal to employ an independent modelled
estimate of equilibrium height is inappropriate to sea breeze flows in
which case the modelled inland mixing depth and temperature structure

bear no direct relation to those of the onshore flow

Stunder and SethuRaman (1985) have evaluated a variety of different
TIBL formulations against two suitable field data sets in an effort
to ascertain which formulation performs the best overall. The selected
data sets wrere from TIBL experimepts over Long Island, New York
(Raynor et al., 1979) and Kashimaura (Gammo et al.,1982). The reader
is referred to Stunder et al. (1985) for a full discussion of the TIBL
formulations, data and statistical methods. Two of the formulae are
identical in form to (5.6), varyving only in the value of the numerical
coefficient. Plate (1971) used a coefficient of 4.0, while Heisman
(1976) suggested 2.0, (compared mith the value of 2.72 used in (5.6)).
The formulae of Raynor (197%) and Venkatram (1977), employing
land-rater temperature differences were also assessed. The conclusion
drawn by Stunder and SethuRaman was that the formula of HWeisman (1976)
performed best overall, and notably for unstable and isothermal
conditions (which encompasses the range of conditions of interest at
KrRinana). This finding lends direct support to the form of (5.6)

although the value of the coefficient is still in question.
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Strong but less direct support for the form of (5.6) 1s also found in
the work of Steyn and Oke (1982). These authors address the problem of
determining mixing depths inland from the coast where the TIBL merges
into the daytime mixed layver. At these larger distances, both temporal
and advective changes to mixed layer temperature are important. They
also consider the influence of subsidence at the 1inversion base
although this 1is found to be relatively unimportant. The method they
employ is to obtain expressions for TIBL height and temperature jump
which are 1identical to those derived above (writh a coefficient value
of 2.8 being almost identical to that in (5.6)). These expressions are
then differentiated with respect to downwind distance and substituted
back into the material derivatives for mixed layer temperature,
temperature jump and inversion heat flux, so that the time derivatives
of these variables may be evaluated. Closure is obtained via the knoun
solution to the turbulent kinetic energy equation in convective
conditions, namely H.; = CkHs, where H:; and H: are the sensible heat

fluxes at the inversion base and surface respectively.

The procedure of specifying the advection terms a priori must lead to
errors in the solution for locations mell downrind. In this model,
advective effects are superimposed "instantaneously” over the region
at each timestep, whereas in reality 1t takes considerable time
( proportional to travel distance) for advective effects to propagate

inland, with significant modification occurring on the wRay.

The model verification results presented by Steyn and Oke both relate
to sites close to the coast (5 to 15 km). It is quite apparent from

the results, which show significant daytime decreases in mixing depth,
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that the advection terms are dominating the solution for these short
domrnwind distances. It would be instructive to vier the results from a
model run ®ith the temporal terms deleted, to see if there is any

significant difference.

As specified in Chapter 1, the modelling exercise in this Study is
limited to the local scale, with downwind distances beyond 15 km from
the coast not being considered. It is reasonable to assume that the
advection of cool marine air over this area mould be the dominant
influence on mixing depths, and hence the simple TIBL formula of (5.6)
should perform almost as wWell (and certainly quicker) than a 2D model

incorporating temporal terms

Based on the above argument, the excellent comparison of modelled and
measured TIBL heights described by Steyn and Oke may be taken: - as an
almost direct verification of (5.6). Furthermore, since the first of
the field data sets employed by Steyn and Oke was that from Nanticoke,
as used by Kerman et al. (1982), the argument for adopting (5.6) in
preference to the model proposed by Kerman et al. (1982) is also

substantiated.

In summary, the TIBL formula (5.6) appears to have strong theoretical
and experimental support. The value of the numerical coefficient
should ideally be fixed mith reference to the wunderlying theory, as
#as done in the derivation of (5.6). There is a degree of subjectivity
in the determination of the TIBL height from experimental data, as
noted by Stunder and SethuBRaman (1985), which reflects directly on the

inferred numerical coefficient. This matter will be discussed in the
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light of the results of field experiments described in the next

Section.

5.2 FIELD INVESTIGATIONS OF THERMAL INTERNAL BOUNDARY LAYER FORMATION

The TIBL formula (5.6) was utilized in the KAMS dispersion model with
reasonable confidence, based on the results of a tracer experiment
which will be described in the next Chapter. However, there was no
opportunity to directly validate the formula prior to the completion
of KAMS. The opportunity to validate the formula came in 1983 as part
of an air quality study at Bunbury, Hestern Australia. Bunbury is a
city and regional centre situated on the coast approximately 130 km
south of Krinana. The area is influenced by the same synoptic weather
patterns as Kwinana and experiences a similar sea breeze climatology.
Roughness 1length in the Bunbury area was determined (from tower wind
speed profiles) as 0.25 m, compared with 0.1 m at Kwinana. Two field
experiments, performed on the 3 February and 22 February, 1983, are
discusged in this Section. This discussion is preceded by a brief
outline of similar field experiments reported in the scientific

literature.

§.2.1 REVIEWX OF EXPERIMENTAL STUDIES

There have been a number of major field investigations in other
countries of the shape of TIBLs and of the shoreline fumigation
process. It 1is worth briefly noting the techniques employed to
determine the shape of TIBLs, some of which have been employed in

field studies to be discussed later in this Section.
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The Brookhaven National Laboratory have been 1investigating coastal
boundary layers for a decade or more. A good discussion of procedures
is given by Raynor et al. (1979). Their principal tecﬁnique involved
the wuse of a sailplane variometer mounted on the wing of a light
aircraft to provide a measure of vertical turbulent fluctuations
encountered during horizontal traverses inland from the coast. The
variometer senses pressure fluctuations associated with the buffeting
effect of the turbulence and provides a rapid response analog output
for recording purposes. SethuRaman et al. (1979) provide a
comprehensive description of the variometer and of its use by the
Brookhaven National Laboratory. By flying traverses at successive
altitudes, the growth of the boundary layer (identified by the
transition from smooth to turbulent air) was mapped and evaluated.
Other data collected included radiometric mater and land temperatures,
vertical atmospheric temperature profiles, pilot balloon soundings and
lou-level turbulence measurements. Raynor et al. (1979) collected data
for a large number of experiments under different meteorological
conditions and tested their TIBL formula, ®shich 1is very similar to

(5.11), =rith moderate success.

Gammo et al. (1982) conducted a series of experiments similar to those
reported by Raynor et al. (1979), but using a sonic anemometer and a
hot rire anemometer to measure turbulent velocities. The data was used
in the same fashion to map the grorth of boundary lavers. The
previously mentioned analysis of TIBL formulae by Stunder and
SethuRaman (1985) utilized the data of Gammo et al. (1982) and Raynor

et al. (1979,
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Details of the Nanticoke Shoreline Diffusion Experiment are given by
Portelli (1982). These experiments did not use aircraft to determine
the TIBL shape but instead relied on tethered sondes, mini sondes and
acoustic sounders. In addition, a comprehensive range of
meteorological variables were measured to allow determination of

turbulent fluxes via several alternative methods.

§5.2.2 EXPERIMENTAL METHODS

The key element of the experiments conducted at Bunbury ras the use of
an aircraft-mounted sailplane variometer to map the growth of TIBLs
inland from the coast, following the method of Raynor et al. (1979)
described in the previous Section. The variometer used in this Study
Ras a BORGFLT model MB-1-AV which was modified to produce a voltage as
well as an audible signal. The variometer was placed inside the
aircraft and was connected to a static pressure head mounted under the
Ring. The voltage output from the variometer was passed through a
high pass filter with a time constant of approximately 18 seconds and
then recorded on a single channel chart recorder. The high pass filter
Ras used to eliminate the larger timescale fluctuations due to pilot-

induced movements of the plane.

Figure 5.2 shors the static pressure head being fitted under the wing
of a Piper Cherokee, and Figure 5.3 shows the instrumentation,
including the variometer unit, a strip chart recorder and a data
logger. In practice, the chart recorder proved to be sufficient,

providing an excellent visual record.
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FIGURE 5.2 VARIOMETER STATIC PRESSURE HEAD UNDER
o AIRCRAFT WING.

FIGURE 5.3 VARIOMETER AND OTHER INSTRUMENTS INSIDE
THE AIRCRAFT.
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The procedure employed to map the growth of TIBLs was attractively
simple. A series of flight paths were first established on a base map
of the Bunbury area, as illustrated in Figure 5.4. The capital letters
marked along the flight paths denote landmarks (e.g. the coastline,
major roads, etec.) which were easily recognisable from the air. A
single experiment consisted of several constant speed traverses by the
aircraft along the flight path (or part thereof) at selected altitudes
sithin the onshore flow. The variometer output was recorded on the
chart recorder for each traverse, as shown on the sample trace in

Figure 5.5. Event marks were also recorded on the chart by manually
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triggering the recorder event marker at the time when the aircraft was
directly above the 1landmarks. Landmark codes are shown adjacent to

these event marks.

The sample trace graphically illustrates the <change in atmospheric
turbulence as the aircraft passes from stable marine air into the
TIBL. Given the distance between landmarks, the distance from the
coast at which the TIBL turbulence reaches the particular altitude of
the traverse 1s easily determined. Hence the shape of the TIBL may be
determined from sequential traces at a range of altitudes, provided
the meteorological conditidns do not alter significantly during the
experiment, Experiments completed within about one hour when the
onshore flow 1s Rell established are expected to provide reliable

information.

The distance data from the tro experiments wrere subsequently
transformed from flightpath distance to downwind distance, given the
Rind direction from the meteorological station (described later) and
the shape of the coastline. The flightpaths across Leschenault Inlet
required special treatment, as will be discussed in the following

Sections.

On the 22 February 1983, some difficulty was experienced in
interpreting the TIBL data as it was being recorded. An alternative
method involving spiralling the aircraft around a fixed ground point
"as successfully wutilized, although the two data points obtained in
this way are not expected to be as accurate in terms of distance from

the coast.
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The temperature 1lapse rate r in the onshore flow was measured before
and after the TIBL mapping experiments by spiralling the aircraft
upwards Jjust offshore, commencing close to the wmater. Data from a
ming-mounted temperature sensor (designed and calibrated by Murdoch
University staff) were recorded on the chart recorder together with

manually actuated event marks at 100 feet intervals of altitude.

Vertical profiles of temperature, rRind speed and wind direction over
the land were obtained from hourly releases of slow-ascent radiosondes
which were tracked by the double theodolite method. The wind profiles
Rere of primary interest, providing estimates of ®ind speed throughout
the TIBL and the bulk of the onshore flo=s. The temperature profiles
provide a wuseful independent estimate of TIBL height to support
aircraft observations. The radiosonde release point is marked on the

map in Figure 5. 4.

Although attempts mere made to run an acoustic sounder during the
experiments, this instrument did not function satisfactorily and

therefore provided no usable data.

Surface meteorological data =wras provided by a base meteorological
station, located as shown in Figure 5.4. This base station was
identical to that installed at Hope Valley during KAMS, as described
in Section 2.3, with the additional measurements of incoming long-wave
radiation (via a pyrgeometer) and precipitation rate (via a tipping
bucket rain gauge). Virtual heat flux and stress wWere calculated via
the heat budget method and verified by the tower profile method, as

described in Chapter 3.
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5.2.3 EXPERIMENTAL RESULTS

The field experiments performed on the 3/2/83 and 22/2/83 were
identical in design, and so the results w®ill be discussed together

belonw.

Figure 5.6 shows the synoptic pressure patterns on the two
experimental days, as supplied by the Commonwealth Bureau of
Heteorology. On the.3/2/83, a high presgsure system was moving eastward
across the Great Australian Bight, with a cold front approaching the
State from the south rest. Hest to north rest minds ahead of the front
Were well established by early afternoon, with a sea breeze flow
superimposed on the onshore flow. The map for 22/2/83 shows a high
pressure system ridging eastmard across the Bight, producing east to
south-~west flom across the south west corner of the State. These
conditions are conducive to the establishment of a sea breeze along

the south west coast, as occurred on this day.

N A
A
i [=3

3/2/83 8888 WST 22/2/83 09888 WST

FIGURE 5.6 SYNOPTIC PRESSURE PATTERNS FOR EXPERIMENT
DAYS (COMMONWEALTH BUREAU OF METEOROLOGY>
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Vertical temperature and wind vector profiles obtained from the
radiosonde releases are plotted in Figure 5.7 (a) to (d). Examination
of the w®ind profiles confirms tha; the two experiment days differred
quite distinctly. On the 3/2/85, onshore flow mas established over the
full vertical range of interest (1 km), ahead of the advancing cold
front. The profiles still reveal a rind speed maxima around 400 to 500
metres height homever, indicating the superimposed forcing of a sea
breeze. The temperature profiles also reveal the development of a cool
sea breeze. The wind profiles on the 22/2/83 show a typical summer
pattern, with a sea breeze penetrating beneath south. easterly flosr.
The temperature profiles for this day are similarly typical of sea
breeze conditions. The sea breeze/synoptic flow 1interface, centred
around 400 metres height, 1is characterized by a strongly stable
temperature gradient, with an overall potential temperature increase
of about 2°C across the interface. Very similar sea breeze structures
rmere observed at Kwinana during KAMS, and the sea breeze interfaces

rere found to present strong barriers to chimney plumes.

Even though there is a marked difference in wind vector profiles on
the two days, this difference has no major impact on the development
of TIBLs. On both days there was a strong stable layer at the top of
the sea breeze flow rRhich wmould tend to inhibit the grosth of a TIBL

vhen it had reached that height.

Temperature profiles obtained by aircraft spirals just offshore at the
start and end of experiment periods are plotted in Figure 5.8 (a) and
(b). Hith the exception of the 1410 profile on 22/2/83, these profiles

show a close resemblance to those from the radiosondes, without the
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effects of surface heating over the land. The 1410 profile on the
22/3/83 shows an unstable warmer region below 300 m, not present in
the sonde profile, which must be presumed to be due to erroneous data.
Neglecting this anomaly, it may be observed that the profiles up
to 300 metres (and sometimes higher) are close to isothermal, 1i.e.
r # 0.0098 °C/m. This observation is consistent with findings in KAMS,
vhere a figure of 1r = 0.0090 was chosen as representative for well
developed sea breezes. The sea breeze data presented by Kerman et al

(1982) also reveal isothermal profiles in the sea breeze flow before
it encounters the land, as do the aircraft observations offshore from

Perth reported by Halker and Allen (197%). Isothermal profiles in the
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sea breeze appear to be a characteristic of this mesoscale flow,

providing a useful "rule of thumb" for dispersion modelling.

B,
o

Table 5.1 gives the important meterological parameters for the twuo
study days, obtained from the meteorological base station. The
parameters have been averaged over the experimental period for each
day to give the most representative values for use in calculating TIBL
heights, The layer mean wind speeds ( UTiayar) were obtained from the

radiosonde profiles up to 300 metres height.

TABLE 5.1 HMETEOROLOGICAL PARAMETERS AVERAGED OVER

EIPERIMENTAL PERIODS.

Meteorological Experimental Day
Parameter 3/72/83 22/2/83
Ho (R/m?) 257 471
Direction (degq.) 295 259
U2y (m/sec) 4.7 6.2
Tz27 (°0) 26.7 23.1
Jiayer (m/sec) 7.6 6.2

It is of interest to note that the layer mean wind speed on the
22/2/85 (when the sea breeze / gradient wind counterflow was
established) was the same as the tomer measurement at 27 metres, which
in turn was 1.33 times the 10 metre measurement. Sea breeze

observations at KrRinana during EKAMS (described in Chapter 6) led

to the adoption of a rule of thumb for layer mean rRinds, namely

ODiayer = 1.2 Uyo. The indication of a larger coefficient for Bunbury

is consistent w®Rith the greater roughness of the Bunbury site. Such
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rules of thumb fail wrhen the counter flor is not present aloft.

The shape of the TIBLs observed on the two field days are plotted in
Figure 5.9 (a) and (b) as points rRith error bars. The vertical error
bars represent altitude uncertainty due to altimeter accuracy and
pilot error. The horizontal error bars are a composite estimate
including inaccuracies in timing of event marks, determining the start
of the TIBL on the recorder trace, and in the wind direction estimate

used to adjust the distance scale to represent downwmind distance.

The point signified by dashed error bars was obtained during a
transect across Leschenault 1Inlet, and ®ill be discussed later as

a special case.

$5.2.4 DISCUSSION OF RESULTS

The TIBL shapes, calculated from (5.6) Rith the above data, are
plotted as full lines in Figure 5.9 (a) and (b). (A simple check shors

that the MIBL effect is negligible)

The two sets of data have distinct characteristics and so will be

discussed separately.

The first experiment, 3/2/8%5, ran very smoothly, with all of the TIBL
height observations coming from horizontal aircraft transects
Distinction between stable onshore flor and the TIBL was very easy
since the stable air extended over the full height of interest (i.e

there was no turbulent offshore synoptic flow aloft).
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4 visual examination of the observed and predicted TIBLs reveals that,
#hilst the shape of the tro are similar, the height of observed
turbulent activity extends well above the predicted TIBL envelope.
However, the results of Gammo et al. (1982) indicate that the observed
disparity 1is to be expected. They observed that the boundary lavyer
shape defined by the onset of turbulent activity during a horizontal
aircraft transect was higher than that defined by a measurable change
in air temperature (caused by heating within the TIBL), by a factor of
approximately 1. 4. The exzplanation offered by Gammo et al. 1s
difficult to follow, but can be restated as follows. Figure 5.10
shors, for the current model, the idealized temperature profile (full

line) and the expected actual profile (dotted) at a distance x

downwind of the coast.

KODEL TEMPERATURE
PROFILE CFULL LINE)

EXPECTED ACTUAL
TERPERATURE PROFILE
€OTTED LINED

N

X

FIGURE S.10 TIBL TEMPERATURE PROFILE:
MODELLED AND ACTUAL
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The two differ in that the actual interface at the TIBL top will not
be a sharp step but rather a thick smeared layer, similar to that
vhich appears above a one-dimensional ®ell mixed layer as described in
Section 4.6. A variometer would detect turbulence as soon as the
aircraft encounters the top of this thick interface (1i.e. the dashed
boundary layer in Figure 5.10), whereas a temperature sensor wWould not
record a discernable change until some further distance downwind. It
is not unreasonable to assume that the boundary layer shape defined by
discernable temperature changes w®will approximate to that of the
idealized model. Temperature increases above the background value will

certainly be detected wmithin the lorer half of the interface.

On the basis of the above assumption and Gammo's observations, a
dashed line has been drawn on Figure 5.9 (a) to represent 1.4 times
the predicted (ideal) TIBL height. This 1line clearly fits the
observations very wmell. Hence, even though there is some uncertainty
associated with the assumption, the basic reason for the difference

between observations and predictions is quite clear.

The radiosonde profiles for this day provide a degree of independent
support to the analysis above. If we again define the ideal TIBL
height to be the centre of the stable interface above the #mell mizxed
laver, w®e obtain a representative TIBL height of 250 * 50 m from the
three sonde profiles. Given that the radiosonde location was 5 to 6 km
downmind from the coast, this estimate of TIBL height has been plotted
in Figure 5.9 (a) and can be seen to lend strong support to the model
prediction, in the same wmay that radiosonde profiles supported the

Rell mizxed layer model predictions rather than acoustic sounder
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records in Section 4.6. In other words, the variometer appears to
provide a measure of turbulent activity similar to an acoustic
sounder, but the turbulent activity at 1its upper extent 1is not
indicative of strong mixing , as 1s clearly evidenced by the

radiosonde profiles.

Having identified two alternative measures of TIBL height, varying by
about 40%, we must decide w®hich form 1is appropriate for use 1in
dispersion models. In their comparison of different formulae, Stunder
and SethuRaman (198%) chose to adopt the "turbulence definition" (i.e.
as measured by a variometer), although their diagramatic
representation of temperature profiles are not consistent with this
definition; they show a fully mixed TIBL with constant potential
temperature. (Fortunately, the choice of TIBL definition does not
affect their intercomparison of different formulations.) It may be
argﬁed that the choice of TIBL definition should be dependent on the
use to which it is to be put. In the next Chapter, we will develop an
empirical scheme for describing the rapid vertical mixing of smoke
plumes after they intersect the TIBL. Since the idealized model
description of a TIBL gives the best objective estimate of the height
to which strong mixing penetrates, it is believed to provide the best

measure of TIBL height for dispersion modelling purposes.

The quality of experimental results and the accuracy of model
predictions for the 3/2/83 experiment compare very favourably w®ith
those published for other TIBL experiments (i.e. Raynor et al., 1979;
Stunder and SethuRaman, 1985), although a thorough comparison is

difficult due to the different analytical procedures used and the
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limited amount of data presented in accessible form in the literature

The data obtained on the 22/2/83 has proven to be of limited value for
analysis of TIBL growth, for the follomring reasons. Information from
the radiosonde station on the sea breeze depth was not available to
the scientists in the light aircraft. Furthermore, there was no other
reliable measure of sea breeze depth obtainable from the aircraft.
Consequently, these scientists (including the author) experienced
great difficulty in differentiating between t@e turbulence in the TIBL
and that in the synoptic easterly flow above the sea breeze. Much time
Ras lost in attempting to define the situation and even then, the need
for 1low level transects (below 200 m near the coast ®as not

recognised.

Only four reliable data points were able to be extracted from the
variometer traces; these are plotted on Figure 5.9 (b). Of these, the
two points at 275 m altitude are the most reliable having been
determined from a transect below the sea breeze interface. The point
at 245 m was obtained from a vertical spiral, but the determination of
the onset of turbulence by this method was quite subjective. The
uppermost point was transposed horizontally by subtracting out the
travel distance across Leschenault Inlet (as indicated by the dotted
line). This procedure 1is believed to be a simple but physically
realistic way to account for stagnation of TIBL growth across an

inland rater body, however further verification is required.

The sea breeze interface determined from the radiosondes is plotted in

Figure 5.9 (b). The sonde profiles also show a moderately stable
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region below the interface (above 230 m) which 1s consistent rith

turbulent entrainment at the top of the mixed layer.

The distribution of data points 1is not adequate for the task of
defining the TIBL shape. All data points fall within the moderately
stable region mentioned above, at which level the growrth of turbulent
activity 1s suppressed by the strong sea breeze interface. It is not
clear at what distance downstream the TIBL reached this 1level, and
therfore it is difficult to comment on the significance of the
apparently better correspondence of data points and theoretical
prediction compared to the 3/2/86 experiment. However, on the basis of
these results it can be argued that the most objective procedure for
dispersion modelling is to allow TIBL growth according to (5.6) up to
the base of the sea breeze interface. The subsequent erosion of the

sea breeze interface has not been addressed in this Study.

5.2.5 SUMMARY OF FINDINGS

In summary, it 1is apparent that the simple TIBL formula (5.6)
describes the essential features of TIBL growth for the purpose of
modelling shoreline fumigation. The formula has a sound theoretical
base in the well mixed layer theory of Chapter 4 and has received
experimental support both directly from the present Study and
indirectly from other studies described in the scientific literature.
Reliable field data may only be obtained from well designed,
comprehensive, expensive field experiments, which no doubt explains
the paucity of such data available for theoretical studies (e.gq.

Stunder and SethuRaman, 1985). Additional field experiments in light
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sea breeze conditions are rRarranted to investigate the rapid growth of

the TIBL and its interaction with the sea breeze interface.
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CHAPTER 6

ATHOSPHERIC DISPERSION IN A COASTAL REGION

The purpose of this Chapter is to present theoretical relationships
and empirical procedures which together form the foundation of a point
source dispersion model. Section 6.1 deals with general concepts
appropriate to both coastal and inland situations, whilst Section 6.2
concentrates on description of the shoreline fumigation phenomenon
introduced in Chapter 1. Experimental verification of a dispersion
model employing all the theory and procedures outlined in these

Sections is described in Section 6. 3.

6.1 GENERAL POINT SOURCE DISPERSION THEORY

A description of general point source dispersion theory must be
included here for completeness. Homever, as identified in Chapter 1,
this topic is not a key area of investigation in this Thesis

Accordingly, this Section will simply present selected information as
opposed to providing a ec¢ritical reviewr of alternative methods. The
relationships will be, in the main, those adopted for use in the KAMS
dispersion model DISPHOD, which w®ill be described in Chapter 7.
Alternative relationships or methods will be mentioned only where it

is instructive to do so.

It should be noted horever, that the ~capability of employing
alternative relationships within DISPMOD to describe any of the

meteorological processes which affect plume dispersion is one of the
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strengths of the present approach. Rithin the constraints of the
Gaussian plume method, there is scope for employing the comprehensive
data output from the w#ell mixed 1layer model to optimise the
description of meteorological processes. In particular, the
availability of us, ®s (or L) and Ae data facilitates the application

of the bulk of recent advances in atmospheric dispersion theory.
6.1.1 PLUME RISE INTO NEUTRAL OR UNSTABLE AIR

The heading "plume rise" is used to describe plume behaviour generated
by its owrn momentum and buoyancy, out to that distance wrhere
atmospheric turbulence becomes dominant and the plume disperses as a

passive contaminant.

For the case of neutral atmospheric stability, Briggs (1975) provides

an analytical formula for plume trajectory

1/3

S R P O th '

Rhere the initial momentum flux and buoyancy flux parameters are given
by

Fa = (Ps/P)Hs?bs? (6.2)

F = g(Tse = DReb:s?/Ts (6.3)
and wrhere:

" 1is an entrainment coefficient £ 0.6

x 1is downrind distance

ps is efflux density

s 15 efflux velocity

bs is stack exit radius

Te is efflux temperature
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Equation (6. 3) includes the assumption that the plume density and
ambient air density at STP are almost equal. The second term in (6.1)
dominates as x Dbecomes large, in ~=®rhich <case the equation may be
rerritten giving:

z = 1,6F' /07 ¢2/3 (6.8)
For most hot chimney plumes (6.4) holds beyond a downwind distance
equal to only a few stack diameters, implying that 1initial plume
momentum is vunimportant apart from enabling the plume to clear the

stack.

6.1.2 PLUME RISE INTO STABLE AIR

Briggs (1975%) reaffirms his 1969 formula for plume rise into a stable
constant density gradient, which gives the final height of rise as

AB = C2lF/(Us)1'/? (6.5)
where C2 is a constant (¥ 2.6) and s 1is a measure of the atmospheric
stability defined as

s = gr/T (6.6)

The stack height Hs¢ must be added to the estimates from (6.1), (6.4)

or (6.5) to give the total plume height H,.

6.1.3 PLUME PENETRATION OF AN ELEVATED TEMPERATURE INVERSION

The erosion of radiation inversions and the formation of a stable
elevated inversion layer ("1id") above a well mixed layer has been
fully described in Chapter 4. Use of the modelled 1id strength, Ae, in

dispersion modelling was discussed in Section 4. 7.
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Manins (1979) gives the following formulae to predict the fraction FR
of plume material which will be trapped under an elevated lid:

FR 0.08/P - (P-0.08), (O<KFR<1) (6.7)

]

F/L UgAe AR?/T] (6.8)

L]

where P
The field observations reported by Manins (1985) support the use of

these formulae.

6.1.4 PLUME LEVELLING IN NEUTRAL OR UNRSTABLE AIR

The formulae proposed by Briggs (1971) =®hich have gained most
widespread acceptance for computing the final rise of plumes in

neutral or unstable air are the following:

AR = 1. 6F'/3g-'(3.5x")2%/3 (6.9)
rhere x* = 14F>’% for F ¢ 55 m*s™?
x* = 34F%'? for F 2 55 a's™?

The plume reaches its final level at the downwind distance 3.5x".

The above formulae will be used in the dispersion model in this Study.
However there is a cause for concern in the form of the above
relationship wrhich 1s clearly shared by Briggs (1975) himself, namely
that levelling is described in terms of the plume buoyancy F alone,
Rith no reference to the intensity of atmospheric turbulence which is
responsible for the transition of the plume to 1its levelled passive
state. Briggs (1975) proposes two alternative formulae for the cases

of mechanically and thermally dominated atmospheric turbulence:

Hechanical:

AH = 1.3(F/Uus?)(1 + Hoe/AD 273 (6.10)
Thermal:

OH = 4. 3(F/D 3/ 3(Heg/tpC, TI1723 (6.11)

-175-



For the cases of mechanical and thermal turbulence, us and H.
respectively determine the ambient turbulent energy dissipation rate,
"hich may in turn be compared to the decaying plume turbulence
dissipation rate to determine the plume height at ®rhich atmospheric
turbulence dominates and levelling occurs, The results of this
analysis are embodied 1in (6.10) and (6.11), Hodified forms of these

two equations are given by Hanna, Briggs and Hosker (1982).

Reil and Brower (1984) report improved agreement with observed plume
rise by using (6.10) and (6.11). If and when formulae such as (6.10)
and (6.11) are better verified and gain wider recognition, they may be
easily incorporated in DISPHOD, since us. and By data are directly

avallable.

6.1.5 TRANSPORT OF POLLUTANTS

As described in Chapter 1, the current study is limited to a 1local
scale of 1less tham 15 km. The area of interest 1is part of a coastal
plain with very few significant topographic features. As discussed by
Kamst et al. (1980), there are still appreciable variations betwreen
the statistics of wind velocity recorded by the network of anemometers
deployed during KAHS, primarily due to the change 1in surface
characteristics at the coastline. These variations are believed to be
of secondary importance in terms of their effect on the dispersion of
plumes from coastal sources (i.e. secondary relative to other
meteorological processes Rhich affect dispersion, including shoreline
fumigation). In order to proceed wsith the development of a shoreline

fumigation model based on a conventional Gaussian plume approach,
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wrind-field effects have been neglected.

The variation of wind speed ®"ith height 1in the planetary boundary
layer may be described by a powmer lar of the form

U(z) = O¢(z/2¢)°" (6.12)
where subscript 1 refers to a reference height {(usually 10 metres).
Irrin (1979 b) provides estimates for the exponent p as a function of

both atmospheric stability and roughness length 2zo.

6.1.6 GAUSSIAN PLUME METHOD

For a continuous point source, the general form of the Gaussian plume

equation (Turner, 1970) 1is:

Q Yy 2 z2-He 2
X(x,y,2) = *-*-**-exp[—o.s - ]exp -0.5{" ] (6.13)
2NT, 0, U (0,) [ [ 0,:
rRhere X is concentration

Q is source emission rate

gy 1s lateral standard deviation

g: 1s vertical standard deviation

X,v¥,2 are downwuind, crosswind and vertical coordinates,

respectively

The general form of (6.13) is often expanded to 1include the barrier
effects of the ground and an elevated temperature inversion above the
mixing height h. "Reflection” of plume material at these two
boundaries 1is achieved by addition to the last exponential term in

(6.13), so that expanded term becomes
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2

j } * exP[“O-E(Z:?.]Z] + exp[-o.s[ilig?lﬁlljz]

z—He

E exp[—O.S( iy

+ exp[-0.5 (2R ) (6.18)
:

Pasquill (1974) summarizes several field experiments in which averaged
crossrind plume profiles rere analysed and concludes that, although
individual profiles vary considerably, there 1is no good reason to
adopt an analytical form different from Gaussian. The 1laboratory
experiments of Hillis and Deardorff (1976) shor that the Gaussian
distribution adequately describes the ensemble averaged lateral spread
of plume material for all downwind distances under convective
conditions. This and subsequent experiments by the same authors have
shorn, however, that vertical spread from an elevated source in
strongly convective conditions cannot be adequately described as
Gaussian. Further, Pasquill (1974) observes that vertical spread from
a ground level source 1s systematically different from Gaussian,
tending torard an exponential form. Apart from the above two
exceptions, the precise prescription of plume distribution, be it
Gaussian or some similar form, 1is not as c¢ritical as a correct

specification of plume spread ¢, and J:.

In the Kwinana industrial area, ground level sources wWere not
significant and therefore the Gaussian model —capability is only
suspect Rith regard to elevated emissions in unstable conditions. In
terms of dispersion overland, the bulk of unstable conditions will be
dealt writh via special methods for dispersion 1in TIBLs, to be
described in the Section 6. 2. For the balance of cases, vertical
dispersion calculations Hill use the most appropriate estimates of ag.,

but no alternatives to the Gaussian plume method will be employed.
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6.1.7 ATMOSPHERIC STABILITY DETERMINATION

Good summaries of the historical development of atmospheric stability
classification schemes are given by Pasquill (1974), Hanna, Briggs and
Hosker (1982) and others. This information ®ill not be repeated here.
The approach adopted in KAMS and summarized below was formulated to be

consistent (as far as possible) with Hanna et al. (1977).

The input data file for DISPMOD includes the variables h, H. (which
together define w®s), us, 10/L, and measured 0es. Accordingly, there is
no justification for reverting to a stability determination such as

that developed by Pasquill and Gifford (Turner, 1970).

Hanna et al. (1977) recommend the use of measured 0« mhere possible

for the determination of o¢,. Since 0 data are available, this

recommendation is easily accommodated. However, alternative approaches

rere pursued for the following reasons:

if in line with the Study objectives described in Chapter 1, it is
desirable for the model to be applicable in situations where
reliable ¢s data are not available;

1ii) the analog Sigma Meter emploved in KAMS had a maximum sampling
period of three minutes, and therefore tended to underestimate 0s
in convective conditions. (More recent microprocessor based data
logging systems allowm @s to be calculated over the full data

averaging period, e.g. 10 to 60 minutes).

Tio options were open for the application of the available data to

classification of stability for dispersion modelling:
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(a) use the Monin Obukhov length L and the known roughness length zo
to determine stability classes, following the method of Golder
(1972);

(b) following Irwin (1979a), use the data, togetﬁer with
experimentally determined relationships for planetary boundary
layer turbulence, to calculate ov and 0. (and hence Je = 0./0,
0¢ = 04/U), for use in determining ¢y, and 0: as described in the

next Section.

Option (Db) was chosen, to avoid the coarse resolution of stability
classes and to take advantage of the worldwide research effort aimed

at relating plume spread (gJy, 0:) to atmospheric turbulence (0s, Je).

The results of experiments in the planetary boundary layver by Kaimal
et al. (1976) and Caughey and Palmer (1979), and the analyses of
Panofsky et al. (1977) and Hunt (1982}, are summarized in Table 6.1 in

a form suitable for dispersion modelling:
TABLE 6.1 EXPRESSIONS FOR 0. AND 0.

Expressions for dv:

u:(12 - 0.5n/L)'/°3

#

z/L < 01 oy

z/L 2 0: Oy 2. 3us

Expressions for 0u:

1.3us(1 - )t/3

2/L < 0: Cu

i

where A = r3z/L, z < 0.08h
0.24h/L, 2z 2 0.08h

i

z/L 2 0: Jy 1. 3us
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If the nocturnal boundary layer height is knorn, the reduction of 0.
with height may be parameterized to match experimental observations in

the stable planetary boundary layer (e.g. Caughey et al., 1979)

6.1.8 ESTIMATING PLUME SPREAD PARAMETERS

In view of the selection of Option (b) above for describing
atmospheric stability, this Section w®ill concentrate on methods
relating o, and 0: directly to 0s and 0O, respectively. Discussion of
Sigma curves based on stability categories are given by Hanna et al.

(1982) and others.

Taylor's (1921) statistical analysis of the spread of particles in a
field of homogenous turbulence leads to relationships of the form

Oy,z2 = Ov,vT Fy,2(T/TL) (6.15)
mrhere T is travel time and T« 1is the Lagrangian timescale of the
turbulence. The only information on the function F ~w®hich flous
directly from Taylor's ana}ysis is that, for short travel times, F =% 1

and for long travel times, F is proportional to T~ '/2,

Applying the transformations X = UT and Je,e % Ov,u/U, (6.15) may be

rearritten as:

Ty geX Fy(T/7T0) (6.16)

Gz CoX Faz(T/7L) (6.17)
To wutilize these formulae we need estimates of 0. and 0., and an

evaluation of F, and F: over all downwind distances (or travel times)

of interest.

Pasquill (1976) showed that, provided the sampling times for 0. and oy,
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are the same, a single form of F, ®mill hold (i.e. independent of
sampling time). The same should be true in the vertical for elevated
plumes. This finding eliminates the need for long sampling times in

order to cover the full turbulence spectrum.

The forms taken by F, and F: must be determined either from
measurements of turbulence spectra, field observations of dispersion,
or both. Pasquill (1976) provided a specification of F,, reproduced in
Table 6. 2, in which a dependence of F, on travel distance x Ras

assumed:
TABLE 6.2 VALUES FOR F,(X) FROM PASQUILL (1976)

x (km) | 0.1 | 0.2 | 0.4 l 1 |‘ 2 I 4 | 10 | > 10

Fy(x) , 0.8 I 0.7 | o.ssl 0.6 | 0.5 | 0.4 | o.33| 0.33(10/x) 1?2

Irwin (1979a) fitted the folloring two-part expression to these

values:
F(x) = [(1 + .0308x"%%*%)17' x £ 10 km (6.18a)
F(x) = 0.333(10000/x)'/%, x > 10 km (6.18b)

Rhere x is in metres. This formulation obeys Taylor's short and long

travel time limits.

The form of Fy is less certain. Pasquill (1976), although agreeing
that the statistical theory is applicable to vertical dispersion of
elevated plumes, did not provide a description of F; but suggested an
interim continued use of the Sigma curves, corrected for surface

roughness. The only explicit forms of F; for elevated sources
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mentioned by Hanna et al. (1977) in their reviewr paper wWere those of
Draxler (1976), which take the form:

1701 + 0.90(t/T)% %) (6.19a)

Unstable: F.(t)

1/01 + 0.945(t/T,;)°%-%%%), (6.19b)

H

Stable: Fe(t)
where Ty is a measure of diffusion time required to reach Taylor's far
field limit, evaluated as:
Unstable: Ti = 500 seconds
Stable: T; = 100 seconds
Fhilst Hanna et al. (1977) did not directly support theée formulae, a
subsequent comprehensive review of experimental data by Irwin (1983)
shored that Draxler's formulae performed creditably and overall the
best of the various options evaluated. Irwmin's analysis also supported
the simple form:

Fz = 1 (6.20)
for convective conditions. This expression, coupled with the
convective limit of the formula for 0. in Table 6.1 (i.e. 0v % O0.6%s)

has received strong support from Heil (1985) and others.

An examination of (6.19a) and (6. 19b) reveals that they do not match
®ell at the neutral limit. For the purpose of the current Study,
modified versions of these formulae were adopted. These were designed
to achieve two goals:

(i) agreement with the important features of Taylor's statistical
theory embodied in (6.19 a and b), and a close correspondence to
these formulae in the ranges where they are believed to be most
applicable (moderate instability, moderate to strong stability);

(ii) a reasonable correspondence w®with the Pasquill-Gifford-Turner
sigma curves (Turner, 1970) and Briggs sigma relations (Gifford,

1975) (corrected for surface roughness), which are still widely
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recognised in regulatory modelling applications ( Hanna, 1982)

The expressions which rere adopted are as followus

]

Unstable/neutral: F.(x) 1/01 + 0.018(x)°"3) (6.21a)

Stable: F:(x) = 1/01 + 0.098(x/30)F] (6.21b)
where the exponent E varies linearly between 0.5 and 0.81 as the
Monin-Obukhov scale 10/L varies from O to 3. The first of these
expressions comes from Draxler's expression for a median ®ind speed of
S m/s, while the secoﬁd is an empirical expression designed to match
(6.19 a) in the neutral limit and (6.19 b) in the stable limit, again
for a median wind speed of 5 m/s. Equation (6. 20) wras reserved for the

convective conditions encountered in thermal internal boundary layers,

as discussed in the next Section.

It is expected that improvements to the formulae for F, and F; rill be
forthcoming from future international research efforts, and it will be
a trivial task to incorporate these in the model. A more detailed

analysis of alternative formulae is beyond the scope of this Study.

Hanna (1982) suggests a simple scheme for including the effects of
buoyancy-induced spread in the estimates of ¢, and 0., which entails
setting both of these parameters equal to 0.3AH at the distance where
final rise is achieved and then calculating a virtual source location
(e.g. from (6.18a)) to give a matching value of o0, at the final rise
distance. A single virtual source cannot match both the o, and 0.

buoyancy-spread values.
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6.1.9 SUMMARY

The foregoing discussion has presented, Rithout exhaustive revienr,
selected formulations for the various components required within a
conventional Gaussian plume dispersion model. Attention can now be
focussed on one of the main developmental areas in this Study, namely

the description of dispersion in onshore flows.

6.2 DISPERSION IN ONSHORE FLOHS HITH COASTAL INTERNAL BOUNDARY LAYERS

Onshore w®inds have dispersion characteristics which are quite
different to that of winds which have travelled over an expanse of
land, as discussed by Lyons (1975). There are also significant
differences to be seen within the general classification of onshore
winds. The most obvious differentiation is based on rhether the wmind
has been generated by synoptic or mesoscale pressure patterns (1i.e.
sea breezes). Sea breezes characteristics (e.g. time of onset, depth,
strength) also vary significantly. An important area of future work is
the classification of sea breeze characteristics in terms of synoptic

and other external parameters.

The onshore flow feature of particular interest in the present Study
is the formation of coastal internal boundary layers and the impact of
these on dispersion of chimney plumes from coastal industries. A& brief
introduction to the problem was given in Section 1.2.1 and portrayed

in Figure 1.5.

An intuitive examination of Figure 1.5 reveals that the shoreline
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fumigation process 1is well beyond the scope of standard procedures
such as the uniform Gaussian plume description for continuous point
sources. The rate of both vertical and horizontal diffusidn changes
quite suddenly as plume material enters a TIBL. 4 corresponding but
less dramatic change 1in dispersion rate would be seen when a plume
enters an internal boundary layer dominated by mechanical turbulence
(MIBL). McRae et al. (1981) correctly point out that atmospheric
stability (®rhich varies markedly from the marine air to the air within
a TIBL or MIBL) cannot be meaningfully classified in the conventional

Hay.

For clarity, the term "shoreline fumigation" ®Will be restricted to the
effect of TIBLS, with the effect of MIBLS being considered separately

as a case of enhanced dispersion.

The basic reason for the level of wrorldride interest in the shoreline
fumigation process 1is the potential of this process‘to produce high,
localised, short term concentrations of pollutants at distances wuell
beyond those ®hich would be predicted by conventional theory. Unlike
the transient fumigation events associated with the erosion of
radiation inversions, the shoreline fumigation process may persist for
a period of a few hours on any particular day, as noted by Kerman et
al. (1982). During this period the location of peak concentrations may
move around over a ride area downwind, as various meteorological and
source parameters change. If the meteorology of a coastal region is
such that a regular pattern of onshore winds occurs over a season or
longer, then a particular locality downwind of the industrial sources

may experience high level fumigation events as frequently as daily

-186-



over that time of the year. Such is the case at Kwinana, wmhere sea
breezes occur on more than 50% of days over the months of October to
March ( Hounam , 1945) and less frequently in the remaining autumn and
spring months. This may be compared to the figures provided by
Portelli et al. (1982) for the Nanticoke Study; 25% of days betwueen
April and September and 30% of days between May and July have the

potential for shoreline fumigation.

The inherent variability of the shoreline fumigation process, caused

by variations in mean (10-30 minute average) meteorological and source

parameters, calls for special procedures to investigate it. Portelli

et al. (1982) show (by implication) that this variability, and the

localised nature of concentration maxima, reanders investigation via

fixed monitoring stations inadequate. Stunder and SethuRaman (1985)

and Heisman (1976) point to the need for a model in which the TIBL and

source plumes are accurately described in relation to each other, and

since these are independent fluid-flow phenomena, each must be

independently and accurately described. Specifically, the model must

be able to describe the important features of the fumigation process

which are:

(i) intersection of the plume and the TIBL and subsequent
entrainment of pollutants into the TIBL;

(ii) rapid vertical mixing of pollutants ~within the TIBL

(1ii) enhanced lateral spread of pollutants within the TIBL.

4 corresponding description of enhanced dispersion writhin a MIBL 1is

also required in the model.
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6.2.1 REVIER OF SHORELINE FUMIGATION MODELS

Lyons (1975)

in a

fumigation model is based is

coastal

has provided a comprehensive review of
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dispersion

The schematic on which his

As can

| A. VERTICAL PLUME GEOMETRY
a STABLE LAYER ALOFY
éh CLASS 'S’
WIND
& —
g-
A w
- EFFECTIVE
6 STACK HEIGHT s
wr TURBULENT
O LAYER
~NL h CLASS "V’ -
XE :
B. HORIZONTAL PLUME GEOMETRY -
-
; ) ~
2 E 0 W
¢ WIN Al
4 e | ./
¢ ~
( Xg //'// Xg ub&
€  ACTUAL _ o
% L SOURCE “ FUMIGATION ZONE
2 // *d"‘:*,"(x_anIB _ il(_)_(f_'.u,). -
{ ~ s —1
) ) ] ke (x5} VIRTUAL oyre '
Ay 5 ot A7 j
D PLUME AXIS < O
| € ( Xo ~ I'g
‘;‘@}' '\\’Wﬂs) ~ S
Jﬁ ~ S —rs > 2 _H_
| 222) ) ~ "o = ~(oy(X 5% H/8
25@& ~ )
Yy
5 (8( ) e ™~ r/*:UJ
2252{”(2{% Xo = Xg~ l ¥ee }X ~
55%’{% ' o X ~_
K (e <
L P
2 ) (,?(/»))»mn X' = XX 'UI “
;$\Hgﬂq%% ° ~.
L -
i -
Wi . ~
SN

FIGURE 6.1 SCHEMATIC OF SHORELINE FUMIGATION
MODEL C¢LYONS & COLE, 1973, LYONS, 18750

-188-



be seen from this schematic, Lyons considers the plume dispersion in

three zones.

In the first zone, prior to the downwind distance X, the plume
disperses slouly in the stable marine air, with o,(s,x) and 0.:(s, x)
determined for Pasquill's stability class E or F (where the parameter
s implies stable atmospheric conditions). At Xs, the lower edge of the
plume encounters the groming TIBL. (The lorer and upper edges of the
plume are defined as minus and plus 2.15 0: from the plume centreline

level H. respectively).

In the second 2zone, the plume is progressively entrained into the
growing TIBL and mixed uniformly over the TIBL depth L(X}) (h in the
current notation). At the same time, lateral spread is enhanced due to
the strong convective mixing and so a modified value of g, 1is used:
Oys(s,X) = 0,(8,x) + He/B (6.22)
This form of relation was proposed by Turner (1970) to describe the
lateral spread of an elevated plume as it is being fumigated to ground
during morning inversion break-up. Hith this value of ¢,, ground level
concentrations are calculated in the normal manner for a vertically
mixed Gaussian plume, except that the source strength is modified by a
factor QF, being that fraction of plume entrained into the TIBL at a

distance x, given by:

P
QF = { (2m)"'’? exp(-p%/2)dp (6.23)

where p = [(L{(x) - Hel/0:(s, x)

Zone three commences after Xe¢, the distance at which all of the plume
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has been entrained into the TIBL. Ground level concentrations are nor
calculated from the standard Gaussian formula for uniform vertical
mixing, except that the mixing height h continues to gror dowrnstream.
4s the dispersion 1in this zone is nowR completely determined by the
strong convective turbulence, a more rapid spreading rate must be
used, giving greater values of 1lateral spread oJ,(u,x) (where the
parameter u implies unstable atmospheric conditions). Lyons employs a
simple geometric procedure (which is clearly displayed in Figure 6.1)
to define a virtual source xo' which lies between Xsg and Xe. Kith this
new origin, lateral spread oy(u,x') is given by Pasquill's curves for

stability A or B (i.e. unstable conditions)

Misra (1980) adopts a more formal approach to obtain an expression for
the concentration field within the TIBL, which depends on the
prescribed plume distribution above and wmithin the layer. Rhilst this
model avoids the somewrhat arbitrary simplification to the lateral
dispersion calculation in Lyons' model, its routine application in
dispersion models 1is limited due to the computer time which ®ould be

necessary to perform the numerical integration at each timestep

For the purpose of modelling dispersion in a coastal area over
extended periods of data (e.g. 12 months or more) it is necessary to
employ a description of shoreline fumigation which 1is relatively
simple and which executes rapidly. The scheme of Lyons (1975) is
commendable in that it achieves these requirements whilst describing
the essential features of TIBL fumigation, namely the initial slow
plume spread in stable marine air, rapid vertical mixing of that part

of the plume entrained in the growring TIBL, and enhanced lateral
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spread of the plume in the TIBL. Experience with the use of this model

has revealed two significant weaknesses howrever:

i) Lateral spread in the downrind half of zone two and all of zone
three is under-predicted. Clearly, the 1lower plume segments
entrained near ¥Xe ®Rill have spread much wider in the TIBL than
those entrained further dornstream; hence the o,¢ associated with
the latter (as used by Lyons) Rill under-predict the former. In
particular, the virtual source as defined is too far downstreanm,
being applicable only to the upper plume segments entrained near
e, not the total plume.

(ii) Although vertical mixing Rithin the TIBL is relatively strong,
the assumption that the elevated plume is mixed instantaneocusly
following. entrainment is obviously an over-simplification. The
maximum vertical velocities expected (Venkatram 1980b), would be
about 0.6ws (e.g. about 1.5m/sec in strongly convective
conditions). Hence with a 5 m/sec mean wind, a plume at 200
metres elevation would require at least 0.6 km travel before any
ground 1level concentrations =®ould be registered. Although the
concept of instantaneous mixing has been wridely employed (van Dop
et al.; 1979, Hisra, 1980), other reseachers have also noted the
above—mentiéned shortcoming (McRae et al., 1981; Misra and

Onlock, 1982},

In view of the above, a revised scheme for computing TIBL fumigation
Ras developed, drawing heavily on the concepts laid down by Lyons, but
incorporating an updated description of dispersion and fumigation

consistent with the theory of previous Sections
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6.2.2 A MODIFIED SHORELINE FUMIGATION SCHEME

The modified representation of shoreline fumigation within TIBLs,
Rhich was employed in DISPMOD (KAMS, 1982), is shown schematically 1in
Figure 6.2. The most obvious new feature represented in Figure 6.2 is
the finite rate of vertical mixing in the TIBL. Pollutants entering
the TIBL at ¥e, X1 and ¥eg are not mixed to ground until the plume has

travelled an additional distance to XIsr, Zir and Ier respectively

stable

onshore -

flow

—4

Elevation

AN
NN
] stack
] virtual sources
AR ——" .
coastline

FIGURE 6.2 PLUME GEOMETRY USED TO MODEL FUMIGATION
"UNDER A TIBL C(KAMS, 18820
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These additional distances are evaluated as follors. The maximum
vertical velocity scale, 0u % 0.6%. defines a maximum angle of decent,
0e = 0.6KHes/U. Hence, from geometry, Re can wWrite:

Xar = X8 + hs/0s (6. 24)
and similarly for Xif and Xer. This formulation ignores any change in
dispersion rate with time or distance of travel; i.e. F:(t/T) in
(6.17) is constant at unity, as given by (6.20) for convective

conditions.

Other researchers have also addressed the question of finite mixing
rates Rithin TIBLs. Stunder et al. (1985) have evaluated the
theoretical study of convective mixing by Misra (1982) and the tank
study of convective mixing timescales by Deardorff and Hillis (1982).
They find the application of results from both studies leads to
significant under-estimates of the wmixing rate observed in the
Ranticoke Study (Portelli, 1982), and that the instantaneous mixing
assumption fits the data reasonably w®ell. This conclusion is
surprising (in view of the fact that it is physically unrealistiec) and
suggests that there may be inadequacies in either the analysis or the
data employed. The current scheme expressed in (6.24) is believed to
be a good first-order correction to the instantaneous mixing
assumption and, in view of all of the other uncertainties in the
calculation procedure, it is doubtful whether more precise schemes are

rRarranted.

Rhere plumes have been released above the TIBL as shosn in Figure 6.2,
their levelling height Hs (= AH + H,:) is computed from (6.5). This

height is limited to just less than the specified sea breeze depth,
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given the strength of the sea breeze inversion as discussed in Section

The distance at which the levelled plume centreline intersects the
growring TIBL may be obtained from (5.6) with h = H.. If, however, the
plume has not reached 1its final level at this distance, the true
intersection point must be found by equating (6.4) and (5.6) and
solving for the distance by 1iteration.(Neglecting the effects of
stability in eompﬁting the plume trajectory via (6.4) is a minor
source of error.) The plume may be assumed to level out in the TIBL at
the height of intersection, in view of the strong convective mixing in

the TIBL.

Followring Lyomns (1975), Xs and X¢ are the TIBL intersection points of
the upper and lowRer plume edges, defined as +2.15 ¢, and -2.15 0. from
the plume centreline. Vertical plume spread 0. is a function of X
whilst the TIBL height is a function of distance from the coast,
X + Y{COAST, as shown in Figure 6.2. Consequently, the intersection
points must be obtained by iteration. (This procedure is a necessary
generalization of Lyons’ model, which only considers stacks
immediately on the shoreline). Lyons (1975) suggests the use of a
stable PGT category to obtain 0. estimates. An alternative approach
vhich avoids the use of stability categories 1is to use specified
values of 0s and Us in equations (6.16) and (6.17). These values of Jy
and Js may be calculated from the equations for stable flor in Table
6.1, Rhich 1in turn require estimates of u./0. By definition,
ue/0 = Co'’%?. where Co in this case is the drag coefficient over

rater, having a typical value at ten metres of 1.3 x 1077, Therefore,
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typical ten metre values of Ges and Jes (Rhere subscript s refers to
stable conditions) are 4.7° and 2.7° respectively. These values give

plume spread similar to that for Pasquill Category F

In practice, a Newrton-Raphson 1iteration for ¥s and Xe converges to
Hithin 1% relative accuracy in abouft 4 steps. On the assumption that
TIBL grorth 1s impeded significantly when it reaches the sea bree:ze

depth, Xeg 1s limited to the distance at which that occurs.

Aithin Zone Two, the ground level concentration at any downwrind
distance is due to the plume fraction which has fumigated to earth
prior to and at that point. For example, the source strength Q
appropriate to distance Xir will be determined by the fraction of
plume entrained out to the distance X1, given by (6.23) where x = 1.
The obvious effect of using (6.24) is to introduce a time lag into
the fumigation process. Another effect wmhich followrs directly from the
first is the enhanced lateral spread in Zone Two and beyond; this 1is
achieved by allowing the plume to spread according to 0s in the TIBL
over the fumigating distance (e.g. ¥s to Xer). At XYa, the plume has a
lateral spread

Gy(s,Xs) = CesXeFy(¥s) (6.25)
Rith F,(Is) from (6.18). Hence wne can solve for a virtual source
distance A¥s from

gy{s,Xs) = 0sAXaF,(AXs) (6.26)
where o0s 1s the wunstable TIBL value. The solution is performed
iteratively, given an initial estimate AXs = o0o,(s, Xa)/0d,. Lateral
dispersion at ¥er is then computed from the virtual source at Xav,

where YXav = Xeg - AXs. This procedure has the same sort of effect as
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(6.22) used by Lyons but 1is physically more realistie for TIBL

fumigation.

As noted above, Lyons' scheme under-estimates lateral plume spread at
ground level in the dornrind portion of Zone Two and all of Zone Three
because he wuses only one virtual source (for Zone Three only). &
similar under-estimate would result if the above procedure was used to
determine virtual sources for all points in Zone Two (up to Xer) as
plotted in Figure 6. 3, curve (a), foE values of meteorological
parameters and stack location typical of EKwminana. To investigate this
effect, a numerical exercise was carried out in which the plume 1in
Zone Two was divided into fifty downwind segments, and the plume
spread at any ground level location was calculated from the average of
the mass—- weighted variances of all those segments entrained to that
point, The result is plotted in Figure 6.3, curve (b). This procedure
is thought to give an accurate picture of TIBL fumigation but is
clearly too unwrieldly to incorporate into a dispersion model. Hence an
empirical simplification ®mas postulated, as folloms. It is reasonable
to presume that the effective virtual source for a plume wrell
dounstream in Zone Three ®ill be somewrhere close to Xiv, as it is from
this point that the most concentrated pollutants spread into the TIBL
There seems therefore no justification for considering virtual sources
beyond ¥Xi1v. Prior to Y1v, a simple interpolation scheme may be used to
define virtual sources between Xsv and Xiv:

Yy = Xgyv + (Xpv = Xav)(X - Xar)/(X1r - Zar) (6.27)
There is no physical Jjustification for this scheme and 1its
acceptability must rest on its performance. As can be seen from Figure

6.3 ,curve(c), the scheme predicts ground level lateral spread which
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closely approximates the numerical results. It has therefore been

incorporated in the dispersion model

Buoyancy-induced spread, discussed 1in Section 6.1.8, has been
neglected in the calculation scheme described above. The scheme 1is
already complicated by iteration procedures and the determination of
virtual sources , and 1t was thought that an additional procedure to
determine a virtual source which accounts for buoyancy-induced spread
should be avoided 1if possible. Alternative interpolation formulae
(e.g. Pasquill, 1976) over—estimate plume spread near the final rise
distance relative to the method of Hanna (1982) and have therefore
been rejected for the present application. The scheme described above
for calculating plume spread 1in stable onshore flow is by no means
exact and it therefore seemed sensible to seek experimental evidence
before further complicating the scheme. As ®ill be described in
Section 6.3.2, neglect of the specifics of buoyancy-induced spread

appears to be an acceptable simplification

Rhilst the vertical mixing of pollutants in Zone 2 occurs at a finite
rate, as described above, uniform vertical distribution oC pollutants
up to the mixing height (TIBL height) is still ‘assumed for any given
downrind distance. These trRo assumptions may appear to be incompatible
in the 1light of classical dispersion theory, but the uniform
distribution assumption 1s nevertheless the most appropriate simple
approach for modelling highly convective turbulence as found in TIBLs

(Venkatram, 1980Db).

In order to calculate the fraction QF of a plume which is mixed to
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ground level at some domnrind distance 1in Zone 2, it 1is first
necessary to iteratively solve the reverse form of (6.24) to determine
the associated plume travel distance to the point of intersection ®ith
the TIBL (e.g. to determine ¥s from Xsr). Equation (6.23) may then be

solved by numerical means

6.2.3 ENHANCED DISPERSION RITHIN A MECHANICAL INTERNAL BOUNDARY LAYER

Neutral or stable conditions prevail over land 1in onshore flors at
night or on very cloudy days, especially followring rain. In this case
the turbulent heat flux from the ground, H., ®ill be close to zero or
negative (i.e. domnrard) and a TIBL will not form. Howrever, the
mechanical internal boundary layer (MIBL), w®hich forms over the land
due to the change in surface friction, may have an important modifying
influence on dispersion of chimney plumes. The growmth of a MIBL is

given by (5.10).

It mould be possible in principle to develop a plume dispersion scheme
similar to that for TIBLs, in which the plume from an elevated stack
impacts the MIBL at some downwmind distance and is dispersed dounward
at a rate enhanced by the MIBL turbulence. The task w#ould be more
complicated than that for TIBLs howrever, as rapid vertical mixing
cannot be assumed. Nevertheless the effect of MIBLs may still be
significant, as 1t is intuitively clear that a plume which levels out
high above the MIBL will disperse much more slomly than one which
levels within the MIBL. The following simple procedure has therefore
been adopted (see Figure 6.4 for a schematic illustration). The

distance of impact of the plume centreline with a growring MIBL 1is
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given by:

Ir = He (gr0/(2.5us Tv)1 - XCOAST (6.28)
He would like to know the effective enhanced spread of a plume which
has entered a MIBL somewhere between the stack and a distance X
downeind of the stack, Figure 6.4 shows that the lateral plume spread
is determined inside and outside the MIBL by the respective values of
gs (and similarly oe for vertical spread). The superimposed dotted
line shows 1identical plume spread at distance I, while progressively

over-predicting spread for distances closer to the stack and
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progressively under-predicting spread for distances beyond XI. The
effective value of o0e¢ wWhich would produce the dotted line is given by

oo = Tan '{(X:Tandes + (X - X1)Tandez)/x] (6.29)
and a corresponding expression gives 0s. This expression may be solved
as part of the dispersion calculations at every model gridpoint or, as
an efficiency measure, it may be solved once at the start of a
timestep for a representative distance of interest ( taken as 10 km in
the current Study ). The loss of accuracy involved 1in the latter
option 1is relatively small. As rith procedures developed for TIBLs,
this expression 1is quite empirical, but it ®ill reproduce the
essential effect of a MIBL, correctly differentiating between high and
lor plumes, enabling approximate but meaningful dispersion estimates

to be obtained.

6.3 FIELD INVESTIGATION OF SHORELINE FUMIGATION WRITHIN A SEA BREEZE

As a part of KAMS, a field experiment was conducted on the 31/1/80 to
investigate dispersion of a plume from a coastal powrer station in sea
breeze conditions. The experiment followed an earlier experiment on
2/3/78 in which the shoreline fumigation phenomena had been identified
but without adequate data to allow a quantitative investigation. The
31/1/80 experiment ras designed to provide a comprehensive data set to

allow an evaluation of dispersion models.

6.3.1 EXPERIMENTAL METHODS

The primary experimental method employed on the 31/1/80 was the

release of sulphur hexafluoride ( SFs ) from the 137 m stack at the
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Kwinana Power Station and the sampling of SFs concentrations at a
variety of downrind locations. Freoni; gas was also released, but was

a less reliable tracer due to higher background levels.

The use of SF¢ as a tracer in plume dispersion studies is common and
Rell documented (e. qg. HcRae? Shair and Seinfeld, 1981). In the 31/1/80
study, SFes wWas released into the base of the stack betreen 1400 and
1430 hours at a constant rate of 0.03 kg/sec. Sampling at each of 24
downwind locations (which ®ill be identified in the discussion of
results) was performed manually by gradually filling a Mylar bag wWith
a hand operated pump. Five bags were filled at each location over a
total elapsed time of 30 minutes. The start time of the first bag was
delayed beyond 1400 hours by a period estimated to be (approximately)
the travel time of the plume from the stack to the sampling location.
Hence there is believed to be a reasonable time correspondence between
the sampling interval for each location and the tracer release

interval.

Sample bags were taken immediately after the experiment for analysis
on a gas chromatograph at the University of Hestern Australia. Results
of this analysis were tabulated as concentrations of SFs (ug/mJ) for

each sample location and bag.

Black smoke was released from the stack over short periods at
pre—~arranged intervals throughout the experiment, to facilitate
photography of the plumes. Photographs were taken with a 35 mm SLR
camera, with a 35 mm wide~angle lens, mounted on a levelled platform

at the Hope Valley Base station with a recorded orientation. The
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photographs were subsequently analysed via the method described by

Halitsky (1961) to determine plume trajectories

Slon-ascent radiosondes wWere released at approximately 45 minute
intervals throughout the afternoon from a site approximately 6 km
directly inland from the power station and about 16 km downrind of the
coast. The radiosondes were tracked via double theodolites, giving
rind vector profiles in addition to accurate temperature profiles. A
second radiosonde release station was located at the coast a few kms
south of the power station in order to measure the undisturbed
temperature and velocity profiles in the sea breeze. The recording
equipment at this station unfortunately failed and no data were

collected.

The acoustic sounder located at the Hope Valley Base Station operated
throughout the experiment, pfoviding a clear indication of convective
mixing. In addition, the Hope Valley Base Station provided continuous
measurements of mean (10 minute average) meteorological data, allowing
the subsequent computation of Hvy and us via the methods described in

Chapter 3.

6.3.2 DISCUSSION OF EXPERIMENTAL RESULTS

The main synoptic feature influencing the meteorology on the 31/1/80
Has a high pressure system situated south west of the State and
ridging eastwrard, directing south easterly flom across the south west
of the State. The sea breeze front had crossed the coast before noon

and the sea breeze was well established by 1400 hours, Rith wind
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speeds of 8-9 m/sec at 10 metres, from a direction of 220° (SH)

The temperature and velocity profiles from the inland radiosonde are
reproduced in Figure 6.5, These profiles reveal a strong sea
breeze/synoptic flow interface, approximately 150 m thick, Rith 1its
base rising from 300 to 400 m altitude betwreen 1335 and 1535 hours
The layer belom the interface is wRell mixed in all profiles, and it 1is
therefore apparent that the TIBL growth has been arrested by the sea
breeze interface at this distance downwind (approximately 16 km). The
sea breeze interface is very stable in all but the 1335 profile, wWith

a potential temperature increase of about 3°C from bottom to top.

A further point of interest which arises from the sonde profiles (and
which was briefly mentioned 1in Chapter 5) is the magnitude of
velocities within the sea breeze laver, Rather than 1increasing
monotonically with height, the =RrRind speed 1is roughly constant
throughout the layer, which has led to the adoption of a rule of thumb
for mean layer wind speed:

Utaver ® 1.2 Ugo (6.30)
This rule holds only when there is a counter flow of synoptic wind and

sea breeze.

Mixing height inferred from the acoustic sounder is plotted in Figure
6.6. During the tracer release period the sounder indicated turbulent
mixing up to above 400 m, indicating that the TIBL above the sounder
had reached the sea breeze interface. Due to the angle of the
coastline upwind of the sounder location, the overland distance is

difficult to specify (being somewhere between 5 and 14 km)
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Three photographs of plume trajectory spanning the tracer release
period were analysed to obtain an estimate of mean plume rise. The
plume trajectories during this period, which are plotted in Figure 6.7
(a) to (¢}, were quite smooth with an absence of looping behaviour,
indicating that the marine air wras gravitationally stable. The average
plume rise at 1 km downwind of the stack was estimated to be 80 * 20
metres, as indicated by the composite plume envelope plotted in Figure

6.7 (d).

During the period of tracer release, the power station plume average
flow rate was 126 md/sec at a temperature of 142°C, giving a buoyancy
parameter value of F = 110 m*/sec? from (6.3). Substituting this value
and a mean ®Rind velocity of 9.6 m/sec into Briggs neutral plume rise

formula (6.4) gives a predicted rise above stack height of 79 m.
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Alternatively, 1f stable air Rith an isothermal lapse rate (.0098°C/m)
1s assumed, then Briggs formula (6.5) estimates a final rise height of
85 m. The plume observations are consistent Rith either of these cases
(and any intermediate stability) providing a high degree of confidence

in the plume rise portion of the shoreline fumigation simulation.

If the final rise height of the plume is taken as 80 m, then the
calculated buoyancy-induced spread is 0y = ¢: = 24 m at the distance
of final rise (Hanna, 1982)., The distance to the point of final rise
is about 1 km (estimated by comparing predicted rise heights with
Figure 6.7 and equation (6.9)). The values of o, and o0; at this
distance, calculated wusing 0ss and GJes wWith 10/L = 3, are 48 m and
18 m respectively. The conservatively stable value of 10/L matches
Lyons' (197%) use of stability category F in the onshore flor. A more
realistic value of 10/L # 1, inferred by matching the sea breeze lapse
rate ®with stability category E (Sedefian and Bennett, 1980) and the
stability category ®Rith 10/L for a very small roughness length
(Golder, 1972) gives 0: % 26 m. The calculated value of ¢y, more than
accommodates the buoyancy spread, so that application of Hanna's
(1982) scheme 1s not warranted 1in this case. Similarly, the
alternative calculated values of o0: straddle the buoyancy spread
estimate, indicating that the uncertainty in the former 1is probably
more significant (in terms of model accuracy) than the contribution of
the latter. Rhilst it is difficult to quantify o, and ¢: from Figure
6.7, the instantaneous plume widths are consistent =®ith the theory
behind Hanna's (1982) scheme (i.e. plume width % height of rise). In
summary, there seems to be little point in further complicating the

estimation of 9, and o¢: to explicitly account for buoyancy spread.
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This simplifying assumption would need to be reviewed for pollutant
sources H®With plume buoyancy greater than that of the sources at

Krinana.

Computation of turbulent fluxes and stability parameters for this
experiment day was discussed in detail in Section 3.4.1 and presented
in graphical form in Figure 3.3 (e¢) and (d). Important measured and
calculated parameters for the experimental period are presented here
in Table 6.3. Note that the three records are 10 minute averages

commencing at the nominated time.

TABLE 6.3 TIMPORTANT MEASURED AND CALCULATED METEOROLOGICAL

PARAMETERS FOR THE TRACER EXPERIMENT PERIOD ON 31/01/80.

TIME Hy Ue 10/L Tio Uio Direct.
PERIOD R/m? m/sec °C m/sec | degrees
1400~
593 .779 -. 141 24. 8 8.0 223
1410
1410~
621 . 856 -. 111 24. 4 8.9 220
1420
1420-
562 L1777 -.135% 24. 4 8.0 221
1430

No direct measure of r 1in the sea breeze was available due to the
failure of the coastal radiosonde. A value of r = 0.009 (close ¢to
isothermal) has been chosen as a likely value because:

(i) it was predicted by a mesoscale sea breeze model run for this
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experiment period (Rye, 1980);

(ii) subsequent experiments at Bunbury and experiments described by
othgr researchers (Kerman et al., 1982; HWalker and Allen, 1975)
indicate that this figure 1is typical of cocling sea breezes
(i.e. where the water temperature is cooler than that of the
of fshore synoptic flow). This observation was discussed in

Section 5. 2. 3.

The data given above allor estimates ot TIBL heights to be made via
(5.6). For the representative values Hv = 590 R/m® and U = 9.6 m/sec,
TIBL height is given by h = 3.94 x'/? Taking the base of the sea
breeze interface to be at 400 m, we can see that the TIBL will grow to
this level 10.3 km downwRind of the coast. Hence the acoustic sounder
record described above 1s not inconsistent with predicted TIBL
heights. The lower 1limit of downrind distance for the sounder
location, 5 km, has an associated TIBL height of 280 m, but it is

likely that the sounder would record turbulent activity at higher

levels as did the variometer described in Section 5.2.4

For the purposes of simulating the shoreline fumigation pattern
observed in the tracer experiment, the tracer concentration results
were averaged over the half hour sampling period and plotted as
figures on the location map sho®n in Figure 6.8, The reason for this
averaging procedure ®was to minimise as far as possible the errors

associated with estimating the travel time of the tracer material.

Computer simulation of the observed dispersion pattern was performed

by the model DISPMOD, Rhich 1incorporates all of the shoreline
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fumigation description outlined in Section 6.2 and the general plume
dispersion relations of Section 6.1. A description of the structure of
DISPMOD will be given in Chapter 7. It is sufficient to note here that
the application of DISPHMOD to the 31/1/80 experiment is an unambiguous

test of the theory presented in this Chapter and Chapter §.

DISPMOD results are plotted on Figure 6.8 as concentration 1isopleths,
for comparison with the observed concentrations. The 1isopleths
represent the average of three 10 minute model timesteps, employing
the data of Table 6.3, and hence are directly comparable to the half

hour average observations.

Although inadequacies can be seen in the spread of observation data,
the general agreement between observations and predictions would have
to be classed as very good. The location and magnitude of maximum
concentrations appears to have been predicted fairly accurately, and
certainly far better than the "factor of 2" generally considered
acceptable (Hanna et al., 1977). Although the distribution of observed
concentrations is far from smooth, the lateral spread of the predicted

plume also appears to be representative.

6.3.3 SUMMARY OF FINDINGS

The shoreline fumigation model developed in this Chapter has been seen
to exhibit a high degree of skill in simulating observed dispersion
patterns from a coastal power station in sea breeze conditions. The
success of this model points to the successful development of its

various inputs and components, including the meteorological
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measurements, calculated turbulent fluxes and stability parameters,
calculation of TIBL height and simulation of the fumigation of an

elevated plume into the growming TIBL.

The simple mechanistic approach employed to describe the fumigation

process has trRo advantages:

(i) it facilitates the incorporation of physical concepts without
the need for costly complex solution techniques;

(i1) it is readily incorporated 1into a model for long-term

simulations.
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CHAPTER 7

AN EFFICIENT GAUSSIAN DISPERSION MODEL FOR USE IN COASTAL

OR INLAND AREAS

The objectives of this Study, and the implications of these objectives

iﬁ determining the direction of model development, were outlined 1in

Chapter 1. In brief, a dispersion model meeting the followring criteria

Ras required:

(i) efficient (1i.e. relatively low computing costs for operation
over long periods);

(ii) flexible and robust (i.e. applicable to Ridely varying
conditions and scenarios wWithout major changes to computer
code);

(iii) capable of application to both coastal and 1inland sites, Rith
all important meteorological processes described to an
acceptable level of accuracy;

(iv) able to run on routinely available data as far as possible.

The modelling exercise wmas completed in three parts, for reasons
described 1in Section 1.2.2, but the final product may be viewed as a
package which fulfils the Study objectives and meets the above
criteria. The heat budget and mixing depth models were designed with
particular emphasis on criterion (iv). The final component (the
subject of this Chapter) is a Gaussian plume dispersion model which
utilizes the combined output of the heat budget and mixing depth
models as input data, and incorporates the effects of coastal internal

boundary layers described in Chapters 5 and 6. Development of this
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model was achieved by incorporating segments for coastal effects and
dispersion parameterizaiion within the framemork of an existing

efficient Gaussian dispersion model

The following description of the final Gaussian dispersion model ®ill
be 1limited to a broad overviewr of the model structure and discussion
of model features wmhich were designed with the Study objectives and
the above criteria 1in mind. A summary of the model's performance

against SO: measurements obtained during EAMS will also be presented.

7.1 STROUCTURE AND OPERATION OF THE MODEL DISPMOD

7.1.2 OVERVIER OF HODEL STRUCTURE

A block diagram of DISPMOD is included in Appendix D to provide an

overvier of the model's structure.

The model structure follows simple conventional lines. The program
control file sets the context of the model run, including the run
period, a physical description of all sources including their location
and distance from the coastline and the dimensions, resolution and
reference location of the model grid. A full day's meteorological and
emissions data is then accessed and dispersion calculations peformed
for all sources (or groups of sources), for each model timestep (10
minutes in KAHS). The model accumulates average concentrations and
statistics of exceedences of nominated air quality standards for each
grid point, and stores this 1information on disk once per day. A

post-processing program accesses the disk file to produce contour
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plots and tables of average concentrations and the exceedence

statistics.

In view of the previously stated objective that the model be
applicable to both coastal and inland areas, considerable care was
taken to build the special coastal dispersion features into the model
in a modular fashion, and in a way Rhich would allow these features to
be disabled easily if the model was to be applied to an inland
situation. The modular approach is shown in Appendix D. Nearly all of
the mainline portioﬁ of the model dealing with onshore flow 1is
contained in twro discrete sections, one near the start of the timestep
loop and the other within the central source loop. In the former
section, the first step is a check to see whether the rRind is onshore
or not, and all subsequent processing of coastal effects éccurs only
i1f a positive determination is made at this point. Conversion of the
model to run efficiently for inland situations is simply achieved by

disabling the determination of onshore flow.
7.1.2 DESCRIPTION OF IMPORTANT FEATURES

The theoretical basis for DISPMOD wras set out in Chapter 6 and will
not be discussed further here. However, there are several features of

the model, depicted in Appendix D, which rarrant further explanation.

The model grid 1is defined in the program control file by the
Australian Map Grid coordinates of the south rRest corner, the numbers
of E-H and N-S grid points, and the distance interval between grid

points. The standard grid employed in KAMS covered an area of 15 Kkm

-216-



(E-H) X 22 km (N-3), ®kith 1 km spacing. All pollutant sources are
assigned coordinates within the grid; they are not constrained ¢to be
located on grid points. The E-R distance from the coastline is also

specified so that dornrind distances from the coast may be calculated.

The model obtains a variable mixing depth value from one of two

sources:

(i) from the input meteorological data for offshore flow, as
computed by the daytime mixing depth model (Chapter 4);

(ii) from the TIBL height whenever the flom 1is onshore and the

surface stability is unstable.

For all stable surface conditions (onshore and offshore winds) the
mixing height is set to 999 metres, i.e. there is no limit to vertiqal

mixing within the scale of the model.

The depth of sea breezes and the temperature lapse rates within them
are not available in the data set, and so must be specified. As
indicated in Section 6.2, an important area of future work 1s the
classification of sea breeze types and other onshore flows to provide
broad indications of flow characteristics, including depth and
temperature lapse rate. For the present study, it has been necessary
to adopt an interim classification scheme based on limited information
(see Section §5.2.3) and a fair degree of intuition. Table 7.1 presents

this scheme.
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TABLE 7.1 ONSHORE FLOR CLASSIFICATION

TIME OF LAPSE RATE DEPTH
ONSET (HST) (°C/7100m) (metres)
after 1000 0.9 500
0700 - 1000 0.4 750
before 0700 0.2 1000

The range of lapse rates is similar to that adopted by Rye (1984). An
improved classification scheme may be easily incorporated into the

model at a future date.

The procedures for calculating dispersion of plumes which are
entrained into TIBLs or MIBLs have been fully discussed in Chapter 6.
The procedures employed by the model to analyse plumes which are

released within a TIBL or MIBL are described below.

Plumes which obviously reach their final height within a MIBL are
assumed to simply disperse downwind according to the strength of
turbulence within the MIBL. Plumes which have a final level higher
than the height of the MIBL above the stack are treated as described

in Section 6. 2. 3.

Similarly, plumes wrhich are released wWithin a TIBL may be sufficiently
elevated and buoyant to penetrate 1into the stable flow and
subsequently fumigate back 1into the TIBL. A simple approach 1is

adopted, Rhich allows plumes to escape the TIBL only if they have
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sufficient buovancy to do so completely, as determined by the formulae
for plume penetration into elevated stable layers given by Briggs
(1975). Plumes which are only capable of partial escape are held
completely within the TIBL, with the mixing height set equal to the
TIBL height and the plume height constrained to be equal to the TIBL

height until the final plume level is reached.

The most time consuming part of Gaussian models is the calculation of
concentrations at multiple grid points via the Gaussian formula (6.13,
6.14). Efficiency measures employed in DISPMOD are:

(i) transition to a simple "vertically mixed" Gaussian formula when
0: 2 h, avoiding the need for continued calculation of
reflection terms, as defined in (6.14). (Note that the
alternative limit of 0. = 0.8h (Hanna et al., 1977) is not
appropriate when reflection terms are significant.);

(ii) use of a look-up table of calculated exponential values (501
elements) rather than calculation of exponentials at every grid
point;

(iii) rapid pre-determination of the range of grid points at wrhich
concentrations may be registered from each source at each
timestep, so that calculation of zero or negligible

concentrations i1s minimised.

The final version of DISPMOD is believed to be very efficient relative
to other Caussian models in current use. In a comparison test, DISPHOD
executed in approximately one quarter of the time required by the

USEPA model ISC.
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7.2 RESULTS OF MODEL OPERATION IN KAHMS

The major final modelling exercise in KAMS concentrated on the period
1st July 1979 to 30th June 1980, during which high grade data were

available.

The KAMS Final Report (KAMS, 1982) provides extensive analysis of
model results in terms of various health standards and other criteria
for air quality. It is not the intention of this Thesis to analyse or
drar any conclusions about the air quality at Kwinana, and hence éhe
modelling results =®rill not be presented in detail. The only results
Rhich rill be presented below are those which illustrate the skill of

the model DISPHOD.

The continuous S0z monitoring results from the Hattleup Base Station 1
Rere the only reliable source of validation data available during the
Study period. These data are known to be of high quality with minimal
gaps. The data from the Hope Valley Base Station 3 is also of high
quality but unfortunately did not overlap sufficiently =®ith the
emissions data. The data from the 24 hour sequential 302 samplers
(described in Section 2.3) proved to be unreliable for the purpose of
model checking. The measurement method employed by these samplers 1is
inherently variable, and the accuracy 1is severely impacted by the
instability of the chemical complex over a period of a few days at

normal ambient temperatures.

A comparison of the results of DISPMOD and the monitoring results from

Base Station 1 are presented in Table 7.2. The various averaging times
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Table 7.2.

Comparison of measured and modelled sulphur dioxide statistics [or the Wattleup base station site for the

period July 1979 to June 1980. Reference levels were chosen to approximate Victorian EPA I-hour objectivesand WHO
24-hour guidelines.

and

MODEL I*

Measured Modelled
Annual average concentration
(ug;m’) 44 43
Frequency of 24-hour average
concentrations exceeding:
100 pg/m’ 49 51
150 ug/m’ 19 {8
Frequency of |-hour average
concentrations exceeding:

500 pg;m’ 183 169
1000 pg/m’ 14 4
1400 ug/m’ 4 i
Frequency of daily maximum
|-hour average concentrations
exceeding:

500 pug/m’ 82 87

* Calculated for 24 fixed I-hour periods per day at 0°C

reference concentration levels =®rRere chosen to compare with

relevant health standards. The comparison between annual modelled and

measured estimates is obviously excellent. The same may be said for 24

hour estimates, which are described in terms of exceedence statistics

in

Table 7.2 and in terms of relative accuracy in Figure 7.1. The

latter Figure shows that only 20% of 24 hour average concentration

predictions fell outside the "factor of 2" criterion commonly

accepted, and that 50% of predictions were mithin 20% of the measured

value. Furthermore, the relative errors are evenly distributed about

the

line of perfect agreement, indicating that there is no significant

bias in the results. Consequently it may be inferred that there 1is a

good

level of accuracy, without significant bias, in the folloring

model components and inputs:

(1)

the raw meteorological data;
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Figure 7.1.  The comparison of measured 24-hour average sulphur dioxide concentrations measured at Wattleup and

those calculated using DISPMOD for the year July 1979 to June 1980. The shaded area indicates the proportion of the
calculated values which are within a factor of 2 of the measured concentrations.(KAMS,1982)

(ii) the computed turbulent fluxes and mixing heights (including
TIBLs and HIBLS);

(iii) the emissions data;

(iv) plume rise and levelling calculations;

(v) the vertical dispersion calculations, including fumigation

fithin TIBLs and enhanced dispersion wWithin MIBLSs.
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Very little may be inferred about lateral dispersion calculation
accuracy, Since any inaccuracies would be largely smoothed out over 24
hour averages. Similarly, temporal 1inaccuracies due to the model's

neglect of plume travel time would be smoothed out

Comparison of hourly estimates and measurements over the Study period
are given in Table 7.2 in the form of exceedences of reference levels
This method of viewing the results is consistent mith the context of
most short term health standards (in which the allowable number of
exceedences 1s specified) and 1t also averages out the temporal errors
Rhich mould be involved in a direct comparison of hourly concentration
values. The ¢two entries for the 500 ug/m3 level show favourable
comparison of prediction and measurement but the predicted exceedences
for the 1000 and 1400 ug/m3 levels are significantly lower than those
extracted from measurements. It should be noted that the actual number
of exceedences (less than 14) is a very small fraction of the hours in
a year and that the comparison of exceedences of high concentrations
is highly sensitive to relatively small absolute differences between
predictions and measurements. Nevertheless, a tendency for the model
to under-predict high hourly concentrations 1is indicated. The
combination of accurate prediction of long term averages and
under-prediction of t hour averages suggests one of the following

possibilities:

(a) The assumption of uniform mixing within a TIBL of a fumigating
plume does not adequately describe the high concentrations which
may occur at ground level due to the dosn-mixing of segments of

the plume in convective downdrafts, as described by Lamb (1978).
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(b)

4 discrepancy between the statistics of méasured and predicted

high short term averages is therefore to be expected.

The use of a 10 minute timestep within the model may lead to an
over-estimate of effective dispersion for travel times beyond 10
minutes, given that changes in wind direction between timesteps
lead to a shift 1in plume location which 1is 1linear ®ith
distance. For distances between about 3 and 10 km, a model
timestep of 30 minutes is thought more appropriate, ®Rith the
lateral spread at these distances tending towards x'’? behaviour
(as in equation 6.18). Resultant centreline concentrations would
be higher at any given distance than the average of three 10
minute predictions, and this would be reflected in the increased
incidence of high hourly averages at any location in the area of

impact.

A ten minute timestep wWas originally chosen for consistency with
published sigma curves (e.g. Turner, 1970) and it 1is still
thought to be the optimum timescale for evaluating the primary
pollution impact of most industrial sources. The 1issue raised
above 1s an implicit limitation of the Gaussian plume modelling

approach and will not be addressed further here.

7.3 ALTERNATIVE APPLICATIONS OF THE MODEL

The ef

useful

relati

ficiency and relative simplicity of DISPHOD make 1t a very
tool w®hich may be applied with relatively high confidence and

vely little expense.
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Apart

from the foregoing task of predicting existing pollution

concentrations from an established industrial complex, uses to which

the model can (and in most cases has) been put are:

(1)

(11)

(1ii)

(1iv)

(v)

environmental 1impact analysis of proposed new industries,
including site selection studies;

stack height optimisation;

preparing Pollution Potential Maps for various regions to assist
in land use planning, including the establishment of adequate
"buffer zones" between industry and residential development;
source reconciliation studies (i.e. determining the source of
pollutants detected in a particular areal;

modelling the impact of accidental toxic emissions as an input
to risk analyses (limited to emissions which may be classified

as coming from point sources and quasi continuous).
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CHAPTER 8

SUHMARY AND COWCLUSIONS

The objectives of this Study, and the implications of these 1in terms

of the direction of work and methodology employed, are listed below.

A. Provide predictive tools (computer models) for use 1in assessing
air quality constraints on land use planning in the Kwinana area.

The implications of this objective rere:

(1) Models needed to be efficient (not expensive to run),
flexible and robust;

(i1) Models needed to demonstrate acceptable accuracy (which
primarily depends on the model description of important
meteorological processes which influence dispersion);

(1ii1) Attention was limited to the impact of primary pollutants on

a local scale.

B. Develop atmospheric dispersion models which could be adapted to
apply elserhere in the State, both on the coast and inland. The
implication of this objective was that models needed (as far as
possible) to operate on routinely available meteorclogical data,

as opposed to specialised and/or difficult-to-obtain data

The methodology employed in the Study was to identify important
meteorological processes and to focus on the development and
validation of <conceptually simple but acceptably accurate models for

each of these. The final product was comprised of three models, one
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each for surface layer turbulent transfers, daytime mixing in the
planetary boundary layer and dispersion of plumes from point sources.
Shoreline fumigation Rithin coastal internal boundary layers was
incorporated 1into the final model. Each of these models has
demonstrated a pleasing degree of skill in simulating the results of

the field experiments.

The heat budget model described in Chapter 2 formalises the approach
Rhich is implicit in the Pasquill-Gifford (PG) method of categorising
atmospheric stability. The model accounts directly for the important
effects of surface roughness and surface moisture content, plus other
variable surface parameters. Neither the model in its present form nor
the PG scheme account for the heat storage and evapotranspiration
effects of dense vegetation. However the model 1is believed to be
applicable to sparsely vegetated areas, wrhich fairly describes the
bulk of HWestern Australia and the coastal plain near Perth
specifically, Favourable comparison of the model results and those
calculated from meteorological tower profiles supports this
contention. The model successfully meets the objectives listed above;
in particular it fulfils the requirement for a reasonably accurate
model which can run on routinely available, single height

meteorological data.

The model of daytime well mixed layer grorth described in Chapter 4
similarly achieves the Study objectives successfully. The only input
data required by the model apart from the output of the heat budget
model are morning (near sunrise) radiosonde temperature profiles

(which 1s a requirement common to any rigorous mixing depth model).
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Such data are available from the Commonwealth Bureau of Meteorology
for various regions in the State, and the shape of these profiles may
be taken as being representative over a fairly wRide area (subject ¢to
experimental verification). The model is soundly based on theoretical
principles and experimental evidence, and has demonstrated a level of
accuracy which 1s quite adequate for dispersion modelling purposes.
The model output, including h, wsY and Ae is ideally suited for
accommodating state-of -the-art calculations of plume behaviour
(including levelling and penetration of inversions) and dispersion
within a convective boundary layer. The effects of wind shear
thickening the inversion "lid" and enhancing mixed 1layer grorth has
been neglected as a secondary effect, but may be included if the
necessary data (horizontal temperature gradients) are available,.
Similarly, subsidence 1s a secondary effect which may be included,

given the necessary data.

The simple analytical formula for a thermal internal boundary layer
(TIBL) described in Chapter 5 wras derived directly from the mixing
depth model described above, as was the associated formula for a
mechanical internal ©boundary layer (MIBL). The TIBL formula 1is
attractively simple and appears to agree =®well =®rith experimental
observations both in the current Study and other studies described 1in
the scientific literature, although the analysis is complicated by the
presence of mechanical turbulence up to 40% higher than the boundary
layer defining thermal adjustment. It Ras argued in Chapter 5 that the
simple TIBL formula ®as appropriate for use within the simulation of
shoreline fumigation described in Chapter 6. Application of the TIBL

formula is limited to the 1local scale mRithin w®hich travel time 1is
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short compared to the diurnal timescale of convective boundary lavyer
deepening. Rapid growth of the TIBL is clearly limited by the strongly
stable interface at the top of a sea breeze; this may be simply
described 1in a shoreline fumigation model if the sea breeze depth is
known. The requirements to measure or estimate the sea breeze depth
and the temperature lapse rate within onshore flows are twoO
unavoidable departures from the objective of using routinely available
data. The main area of future wmork identified in this Study is to seek
to develop parameterizations for these trRo variables in terms of
available synoptic data. There are strong indications from the present

Study that this can be achieved in relation to lapse rate at least

The shoreline fumigation model described in Chapter 6 1s reliant on
accurate descriptions of TIBL growth and of plume rise from near-shore
tall stacks. The algorithm employed for computing plume entrainment
and subsequent fumigation Rithin a growring TIBL is based on the model
of Lyons (1975) but incorporates significant improvements in the
description of vertical mixing rate and lateral dispersion within the
TIBL. The model is conceptually simple, executes very rapidly and has
demonstrated a high degree of skill in simulating the results of a
tracer gas dispersion experiment. Statisitics of high concentration
predictions from an annual run of the dispersion model DISPHOD point
to possible under-prediction of peak levels caused by convective
dorn-mixing of plumes RrRithin a TIBL. It may be possible to develop
empirical procedures to emulate this effect, but such has not been
attempted in the current Study. An empirical procedure was developed
to describe enhanced dispersion of plumes .nithin a MIBL, correctly

differentiating between high and lowr sources. As with the shoreline
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fumigation model, the procedure combines conceptual simplicity with

acceptable accuracy in the context of Study objectives.

The point source Gaussian plume dispersion model, DISPHOD, was
developed with a view to employing recent findings from planetary
boundary layer turbulence and dispersion studies. The results provided
by the surface layer and wmixed layer models are employed directly
Rithin DISPHMOD to compute turbulence statistics and plume spread
parameters from analytical formulae, avoiding the conventional
stability categories and sigma curves. Refinements to these formulae
may be easily incorporated as and when they are reported in the
scientific literature. The simulation of coastal fumigation has been
incorporated into DISPMOD as a modular feature rRhich can be simply
disabled for inland application. Close attention was paid to enhancing
the computational efficiency of the model; as a consequence the model
may be run over an extended period for a modest cost, making it a
viable tool for case studies and evaluation of alternative development
proposals. The model has demonstrated excellent accuracy in predicting
annual and 24 hour concentrations at the location of a continuous
monitoring station. The model tends to under-predict high short term
(1 hour) averages as described above. In its present form the model
takes no account of topographic effects (which are insignificant,in
relation to dispersion from tall chimneys, throughout most of Restern
dustralia) and it is directly applicable only on a local scale (e.gq.
10 - 20 km from the source), in that it does not account for wind
direction veer with height or fumigation into dgrowring convective mixed

layers.
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Areas

of work ®Rhich have been identified in this Study as requiring

further attention are:

(i)

(i)

(iii)

(iv)

(v)

parameterization of the sea breeze depth and onshore flow
(including sea breeze) temperature lapse rate in terms of
synoptic data;

determination of soil heat and moisture characteristics for
Restern Australian soils, for use in the heat budget model;
additional field experiments to study TIBL grosrth and confirm
(or otherwrise) the observations and hypothesis regarding the
differing vertical extent of mechanical turbulence and thermal
adjustment;

investigation of possible empirical descriptions of convective
downrash of plumes within a TIBL;

refinement of plume spread formulae as and when ner information

becomes available.

-231-



REFERENCES

Benkley, C.H. and Schulman, L.L. 1979. Estimating hourly mixing depths
from historical meteorological data.

J. Appl. Meteorol., 18, 772-780.

Berkowicz, R. and Prahm, L.P. 1982a. Sensible heat flux estimated from
routine meteorological data by the resistance method.

J. Appl. Meteorol., 21, 1B45-1864.

Berkowicz, R. and Prahm, L.P. 1982b. Evaluation of the profile method
for estimation of surface fluxes of momentum and heat.

Atmos. Environ., 16, 2809-2819.

Binkowrski, F.S. 1983. A simple model for the diurnal variation of the

mixing depth and transport flow. Bound. - Layer MHeteorol., 27, 217-236.

Blackadar, A.K. 1976. Modelling the nocturnal boundary layver. Proc.
Third Symposium on Atmospheric Turbulence, Diffusion and Air

Quality, American Heteorological Society, Boston, Mass. 46-49.

Briggs, G.A. 197t1. Some recent analyses of plume rise observation.
Proc. of the Second International Clean Air Congress, edited by H.MN.

England and H.T. Berry, Academic Press, Newr York, 1029.

Briggs, G.A. 1975. Plume rise predictions. Lectures on Air Pollution
and Environment Impact Analyses. Ed. D. A. Haugen. American

Meteorological Society, Boston, Mass., 59-10S5

-232-~



Carlson, T.N., Dodd, J.K., Benjamin, S.G. and Cooper, J.N. 1981
Satellite estimation of the surface energy balance, moisture

availability and thermal inertia. J. Appl. Heteorol., 20, 67-87.

Carson, D.J. and Richards, P.J.R. 1978, Modelling surface turbulent

fluxes in stable conditions. Bound. - Layer Meteorol., 14, 67-81.

Caughey, S.J. and Palmer, S.G. 1979. Some aspects of turbulence
structure through the depth of the convective boundary layer.

Quart. J. Roy. Meteorol. Soc., 105, 811-827.

Caughey, S.J., HAyngaard, J.C. and Kaimal, J.C. 1979. Turbulence in the

evolving stable boundary layer. J. Atmos. Sci., 36, 1041-1052.

Clark, G.H., Charash, E. and Bendun, E.0.K. 1977. Pattern recognition

studies in acoustic sounding. J. Appl. Meteorol., 16, 1365-1368.

Clarke, R.H., Dyer, A.J., Brook, R.R., Reid, D.G. and Troup, A.J.

1971. The HWangara experiment: boundary layer data. CSIRO Div.

Meteorol. Phys., Melbourne, Australia. Tech. Paper No. 19, 358 pp.

Davies, J. &., Schertzer, R. and Nunez, M. 1975. Estimating global

solar radiation. Bound. - Layer Meteorol., 9, 33-52.

Deardorff, J.H. 1968. Dependence of air-sea transfer coefficients on

bulk stability. J. Geophys. Res., 73, 2549-2557.

~233-



Deardorff, J.H. 1970. Convective velocity and temperature scales for
the unstable planetary boundary layver.

J. Atmos. Sei., 27, 1211-1213

Deardorff, J.H. 1978. Efficient prediction of ground surface
temperature and moisture, ®ith inclusion of a layer of vegetation.

J. Geophys. Res., 83, 1889-1903.

Deardorff, J.R. 1979, Prediction of convective mizxed-layer entrainment

for realistic capping inversion structure.

J. Atmos. Sci., 36, 424-436.

Deardorff, J.H. 1983. A multi-limit mixed-layer entrainment

formulation. J. Phys. Oceanogr., 13, 988-1002.

Deardorff, J.R. and Rillis, G.E. 1983. Response to ground-level
concentration due to fumigation into an entraining mixed layer.

Atmos. Environ., 17, 1030-1032.

DeHeer-Amissah, A., Hogstrom, U. and Smedman-Hogstrom, A. 1981
Calculation of sensible and latent heat fluxes, and surface

resistance from profile data. Bound. - Layer Heteorol., 20, 35-49.

Denman, K. L. 1973. A time dependent model of the upper ocean.

J. Phys. Oceanogr., 3, 173-184.

Draxler, R.R. 1976. Determination of atmospheric diffusion parameters

Atmos. Environ., 10, 99-10S§.

-234-



Driedonks, A.G. M. 1982. Models and observations of the growth of the

atmospheric boundary layer. Bound. - Layer Meteorol., 23, 283-306.

Driedonks, 4.G. M. and Tennekes, H. 1984. Entrainment effects in the
Hell-mixed atmospheric boundary layer

Bound. - Layer Meteorocl., 30, 75-1065.

Dyer, 4.J. 1974. 4 review of flux-profile relationships.

Bound. - Layer Meteorol., 7, 363-372.

Emmanuel, C.B. 1973. Richardson number profiles through shear
instability wmave regions observed in the lower planetary

boundary laver. Bound. - Layer Meteorol., 5, 19-27,

Gamo, M., Yamamoto, S. and Yokoyama, 0. 1982. Airborne measurements of
the free convective internal boundary layer during the sea breeze.

J. Heteorol. Soc. Japan, 60, 128B4-1298.

Garratt, J.R. 1978a. Flux profile relations above tall vegetation.

Quart. J. Roy. Meteorol. Soc., 104, 199-211.

Garratt, J.R. 1978b. Transfer characterisitics for a heterogeneous
surface of large aerodynamic roughness.

Quart. J. Roy. Meteorol. Soc., 104, 491-502.

Gifford, F.A. 1975. Atmospheric dispersion models for environmental
pollution applications. Lectures on Air Pollution and Environmental
Impact Analyses. Ed. D.A. Haugen. American Heteorological Society,

Boston, Mass. 35-58.

-235-



Golder, D. 1972. Relations among stability parameters in the surface

layer. Bound. - Layer Heteorol., 3, 47-58

Halitsky, J. 1961. Single camera measurements of smoke plumes

Int. J. Air and Hater Pollut., 4, 185-189.

Hall, F.F., Edinger, J.G. and Neff, R.D. 1975. Convective plumes in
planetary boundary laver, investigated writh an acoustic echo sounder

J. Appl. Heteorol., 14, 513-523,

Hanna, S.R. 1982. Reviewr of atmospheric diffusion models for
regulatory applications. Technical Note No. 177.,

Rorld Meteorological Organization, Geneva, Switzerland. 37 pp

Hanna, S.R., Briggs, G. A., Deardorff, J.H., Egan, B.A., Gifford, F.A.
and Pasquill, F. 1977. AMS workshop on stability classification
schemes and sigma curves - summary of recommendations. Bull. Amer

Meteor. Soc., 58, 1305-1309.

Hanna, S.R., Briggs, G.A. and Hosker, R.P. 1982. Handbook on

Atmospheric Diffusion. U.S. Department of Energy. 102 pp

Hicks, B.B. 1975. A procedure for the formulation of bulk transfer

coefficients over water. Bound. - Layer Heteorol., B8, 515-524.

Hicks, B.B. 1976. Hind profile relationships from the Hangara

experiment. Quart. J. Roy. Heteorol. Soc., 102, 535-551.

-236-



Hoffert, M.I. and Storch, J. 1979. A scheme for computing surface
fluxes from mean flor observations.

Bound. ~ Layer Meteorol., 17, 429-442

Hounam, C.E. 1945. The sea breeze at Perth.

Reather Develop. Res. Bull., 3, 20-55.

Hunt, J.C.R. 1982. Diffusion in the stable boundary layer.
Atmospheric Turbulence and Air Pollution Modelling.
Eds. F.T. M. Niewstadt and H. van Dop. D. Reidel Publishing Company.

Dordrecht : Holland. 358 pp.

Imberger, J. 1985. The diurnal mixed layer.

Limnol. Oceanogr., 30, 737-770.

Irmin, J.S. 1979%a. Estimating plume dispersion - a recommended
generalized scheme. Preprints Fourth Symposium on Turbulence,
Diffusion and Air Pollution. Am. Meteorol. Soc., 45 Beacon Street,

Boston, Mass. 02108, 62-69.

Irwin, J.S. 1979b. A theoretical variation of the mind profile powrer -

lar exponent as a function of surface roughness and stability

Atmos. Environ., 13, 191-194.

IrRin, J. S, 1983. Estimating plume dispersion - a comparison of

several sigma schemes. J. Climate Appl. Meteor., 22, 92-114.

-237-



Kahle, A.B. 1977. A simple thermal model of the earth's surface for
geological mapping by remote sensing.

J. Geophys. Res., 82, 1673-1680.

Kaimal, J.C., Hyngaard, J.C., Haugen, D.A., Cote, O.R., Izumi, Y.,
Caughey, S.J. and Readings, C.J. 1976. Turbulence structure in the

convective boundary layer. J. Atmos. Sci., 33, 2152-2169.

Kaimal, J.C., Abshire, N.L., Chadwick, R.B., Decker, M. T.,
Hooke, W.H., Eropfli, R.A., Neff, H.D. and Pasqualucei, F. 1982.
Estimating the depth of the daytime convective boundary layer

J. Appl. Heteorol., 21, 1123-1129.

KAMS 1982. Krinana Air Modelling Study. Department of Conservation and

Environment, Hestern Australia, Report 10. 96 pp.

Kamst, F.H., Lyons, T.J. and Carras, J.N. 1980. Hindfield analysis of
the Krinana Industrial Region.

Arch. Het. Geoph. Biokl., Ser. B., 28, 15-30.

Kantha, L.H., Phillips, O.M. and Azad, R.S. 1977. On turbulent
entrainment at a stable density interface.
J. Fluid Mech., 79, 753-768.

Kato, H. and Phillips, O.M. 1969. On the penetration of a turbulent

layer into stratified fluid. J. Fluid Mech., 37, 643-655.

-238-



Kerman, B.R., Mickle, R.E., Portelli, R.V. and Trivett, N.B. 1982,
The Nanticoke shoreline diffusion experiment, June 1978-II-internal

boundary layver structure. Atmos. Environ., 16, 423-437.

Eraus, E.B. and Turner, J.S. 1967. A one-dimensional model of the

seasonal thermocline. Tellus, 19, 98-106.

Eristensen, L. 1982. Report from the panel discussion.
Atmospheric Turbulence and Air Pollution Modelling.
Eds. F.T.M. Niewstadt and H. van Dop. D. Reidel Publishing Company.

Dordrecht : Holland. 358 pp.

Lamb, R.G. 1978. A numerical simulation of dispersion from an elevated
point source in the convective planetary boundary laver.

Atmos. Envirom., 12, 1297-1304.

Lyons, T.J. and Edwards, P.R. 1982. Estimating global solar irradiance
for Hestern Australia, Part I.

Arch. Met. Geoph. Biokl., Ser. B., 30, 357-369.

Lyons, H.A. 1975, Turbulent diffusion and pollutant transport in
shoreline environments. Lectures on Air Pollution and Environmental
Impact Analysis, pp. 136-208. American Meteorological Society,

Boston, Hass.

Lyons, H.A. and Cole, H.S. 1973. Fumigation and plume trapping on the
shores of Lake Michigan during stable onshore flor.

J. Appl. Meteorol., 12, 494-510.

-239-



McCumber, M.C. 1980. A numerical simulation of the influence of heat and
moisture fluxes upon mesoscale circulations. Ph. D. dissertation,

Oniv. of Virginia, 255 pp.

HcCumber, M. C. and Pielke, R.A. 1981. Simulation of the effects of
surface fluxes of heat and moisture in a mesoscale numerical model

1 Soil layer. J. Geophys. Res., 86, 9929-9938.

HcKay, D.J. 1978. A sad look at commercial humidity sensors for
meteorological applications. Fourth Symposium on Meteorological
Observations and Instrumentation, American Meteorological Society.

Boston, Mass., U.S.A. 563 pp.

McRae, G.J., Shair, F.H. and Seinfield, J.H. 1981. Continuous

downmixing of plumes in a coastal environment.

J. Appl. Heteorol., 20, 1312-1324.

Mahrt, L. 1981, Modelling the depth of the stable boundary-layer.

Bound. - Layer Meteorol., 21, 3-19.

Mahrt, L. and Lenschowr, D.H. 1976. Growth dynamics of the convectively

mixed layer. J. Atmos. Sci., 33, 41-51

Manins, P.C. 1979, Partial penetration of an elevated inversion layer

by chimney plumes. Atmos. Environ., 13, 733-741.

-240-



Manins, P.C. 1982. The daytime planetary boundary layer: A new
interpretation of Rangara data.

Quart. J. Roy. Meteorol. Soc., 108, 689-705.

Manins, P.C. 198B5. Chimney plume penetration of the sea breeze

inversion. Atmos. Environ., 18, 2239-2344.

Misra, P.K. 1980. Dispersion from tall stacks into a shoreline

environment. Atmos. Environ., 14, 396-400.

Misra, P.K. 1982. Dispersion of non-buoyant particles inside a

convective boundary layer. Atmos. Environ., 16, 239-243.

Misra, P.EK. and Onlock,S. 1982. Modelling continuous fumigation of the

Nanticoke generating station plume. Atmos. Environ., 16, 479-489.

Monin, A.S3. and Obukhov, A. M. 1954. Basic lawms of turbulent mixing in
the atmosphere near the ground.

Jdr., Akad. Nauk SSSR Geofiz. Imnst., No. 24 (151), 163-187.

Monteith, J.L. 1973. Principles of Environmental Physics,

E. 4&rnold Ltd., London. 241 pp.
Niiler, P.P. and Kraus, E.B. 1977. One-dimensional models of the upper

ocean. p 143-172. MHodelling and Prediction of the Upper Lavers

of the Ocean. (Ed. E.B. RKraus). Permagon Press, N.Y.

-241-



Ookouchi, Y., Segal, M., Kessler, R.C. and Pielke, R.A. 1984
Evaluation of soil moisture effects on the generation and
modification of mesoscale circulations.

Monthly HReather Reviewr, 112, 2281-2292.

Paltridge, G.H. 1970. Day-time long-wave radiation from the sky.

Quart. J. Roy. Meteorol. Soc., 96, 645-653.

Paltridge, G.H. 1974. Solar radiation statisties for Australia.
CSRIO Div. Atmos. Phys., Helbourne, Australia.

Tech. Paper No. 23. 22 pp.

Paltridge, G.H. and Platt, C.M.R. 1976. Radiative processes in
meteorology and climatology. Elsevier Scientific Publishing Company,

Amsterdam - Oxford - New York. 318 pp.

Paltridge, G.R. and Proctor, D. 1976. Monthly mean solar radiation

statisties for Australia. Solar Energy, 18, 235-243.

Panofsky, P.A., Tennekes, H., Lenschow, D.HE. and Hyngaard, J.C. 1977.
The characteristics of turbulent velocity components in the surface
layer under convective conditions.

Bound. - Layer Meteorol., 11, 355-361.

Pasquill, F. 1974. Atmospheric diffusion. 2nd Edition. John Hiley and

Sons, London. 429 pp

-242-



Pasquill, F., 1976. Atmospheric dispersion parameters in Gaussian plume
modelling. Part II. Possible requirements for change in the Turner

Horkbook Values. EPA-600/4-76-030b. 44 pp.

Paulson, C.A. 1970. The mathematical representation of wind speed and
temperature profiles in the unstable atmospheric surface layer

J. Appl. Meteorol., 9, 857-861.

Peterson, E.H. 1969. Modification of mean flor and turbulent energy by
a change in surface roughness under conditions of neutral stability.

Quart. J. Roy. MHeteorol. Soc., 95, 561-575.

Penman, H.L. 1948. Natural evaporation from open water, bare soil and

grass. Proe. Roy. Soc., A193, 120-146.

Plate, E.J. 1971. Aerodynamic Characteristics of Atmospheric Boundary

Layers, United States Atomic Energy Commission 190 pp.

Pollard, R.T., Rhines, P.B. and Thompson, R.O0.R. Y. 1973. The deepening

of the rmind-mixed layer. Geophys. Fluid Dyn., 3, 381-404.
Portelli, R.B. 1982. The Nanticoke shoreline diffusion experiment,
June, 1978 - 1. Experimental design and program overvies.

Atmos. Environ., 16, 413-421.

Raupach, M.R. and Thom, A4.S. 1981, Turbulence in and above plant

canopies. Ann. Rev. Fluid Mech., 13, 97-129.

-243-



Rayner, K. N. 1980. Diurnal Energetics of a Reservoir Surface Layer

M. Eng. Sc. Thesis, University of Hestern Australia. 227 pp.

Raynor, G. 3., Hichael, P., Brown, R.MH. and SethuRaman, S. 1975.
Studies of atmospheric diffusion from a nearshore oceanic site.

J. Appl. Meteorol., 14, 1080-1094.

Raynor, G.S., SethuRaman, S. and Brown, R.M. 1879. Formation and
characteristics of coastal internal boundary layers during onshore

flows. Bound. - Layer Heteorol., 16, 487-514.

Russell, P.B. and Uthe, E.E. 1978. Regional patterns of mixing depth
and stability : Sodar netwrork measurements for input to air quality

models. Bull. Amer. Heteor. Soc., 10, 1275-1287.

Rye, P.J. 1980. A model for pollutant dispersal by the sea breeze;
1. Structure and validation of sea breeze model. Hestern Australian
Institute of Technology, Department of Physics Internal Report
PD 239/1980/4M 34, (Tech. Report KAMS-08, Department of Conservation

and Environment, Hestern Australia.) 25 pp.

Rye, P.J. 1984. Gaussian air pollution models for air quality
management in Restern Australia. Structure and Validation.
Report SPG/1984/AP 86, School of Physics and Geosciences,

Restern Australian Institute of Technology. 33 pp.

Sedefian, L. and Bennett,E. 1980. A comparison of turbulence

classification schemes., Atmos. Environ., 14,741-750.

-244-



SethuRaman, S., Brorn, R.M., Raynor, G.S. and Tuthill, ®.A. 1979.
Calibration and use of a sailplane variometer to measure vertical

velocity fluctuations. Bound. - Layer Meteorol., 16, 99-105.

Sherman, F.S., Imberger, J. and Corcos, G.M. 1978. Turbulence and
mixing in stably stratified waters.

Ann. Rev. Fluid Mech., 10, 267-288.

Smith, F.B. and Blackall, R. M. 1979. The application of
field-experiment data to the parameterization of dispersion of
plumes from ground-level and elevated sources. Mathematical
Modelling of Turbulent Diffusion in the Environment.

Ed. C.J. Harris, Academic Press, London. 500 pp.

Spigel, R.H., Imberger, J. and Rayner, EK.N, 1986. Modelling the

diurnal mixed layer. Limnol. Oceanogr., 31, 533-556.

Steyn, D.G. and Oke, T.R. 1982. The depth of the daytime mixed layer
at tmo coastal sites: a model and its validation.

Bound. - Layer Meteorol., 24, 161-180.

Stull, R.B. 1976. The energetics of entrainment across a density

interface. J. Atmos. Sci., 33, 1260-1267.

Stunder, M.J. and SethuRaman, S. 1985. A& comparative evaluation of the

coastal boundary - layer height equations.

Bound. - Layer Meteorol., 32, 177-204

-245-



Stunder, M.J., SethuRaman, S., Hisra, P.K. and Sahota, H. 1985
Dornwind non-uniform mixing in shoreline fumigation processes.

MEAS Technical Report.

Srinbank, K.C. 1963. Longwmave radiation from clear skies.

Quart. J. Roy. Heteorol. Soc., 89, 339-348.

Taylor, G.I. 1921. Diffusion by continuous movements.

Proc. London Math. Soc., 20, 196-202.

Tennekes, H. and Lumley, J.L. 1972. A First Course in Turbulence.

The MIT Press, Cambridge. 300 pp.

Tennekes, H. 1973. A model for the dynamics of the inversion above a

convective boundary layer. J. Atmos. Sci., 30, 558-567.

Tennekes, H. and Driedonks, A.G.H. 1981. Basic entrainment equations
for the atmospheric boundary layer

Bound. - Layer MHeteorol., 20, 515-531.

Turner, D.B. 1970. HRorkbook of atmospheric dispersion estimates.
Office of Air Programs, Environmental Protection Agency, Research

Triangle Park, HNorth Carolina. 64 pp.
TVA. 1972. Heat and mass transfer between a water surface and the

atmosphere. Div. Hater Resources Research Laboratory Report No. 14,

Tennessee Valley Authority. 168 pp.

-246-



Van Dop, H., Steenkist, R. and Nieuwrstadt, F.T.M. 1979, Revised
estimates for continuous shoreline fumigation.

J. Appl. Heteorol., 18, 133-137.

Van Ulden, A.P. and Holtslag, A.A. M. 1985. Estimation of atmospheric
boundary layer parameters for diffusion applications.

J. Climate Appl. Heteor., 24, 1196-1207.

Venkatram, 4. 1977. A model of internal boundary layer development.

Bound. - Layer Meteorol., 11, 419-437.

Venkatram, A. 1980a. Estimating the Monin Obukhov length in the stable
boundary layer for dispersion calculations.

Bound. - Laver HMeteorol., 19, 481-485.

Venkatram, A. 1980b. The relationship betwreen the convective boundary

layer and dispersion from tall stacks. Atmos. Environ., 14, 763-767.

Venkatram, A. 1986, An examination of methods to estimate the height
of the coastal internal boundary layer.

Bound. - Layer Heteorol., 36, 149-156.

Yon Gogh, R.G. and Zib, P. 1978. Comparison of simultaneous tethered
balloon and monostatic acoustic sounder records of the statically

stable lower atmosphere. J. Appl. Heteorol., 17, 34-39.

Ralker, D.R. and Allen, S.C. 1975. Perth sea breeze project 1966: data.

Bureau of Meteorology, Australia. 33 pp.

-247-



Hebb, E. K. 1975. Evaporation from catchments. Prediction in Catchment

Hydrology, Australian Academy of Science. 203-236.

Rebb, E.K. 1984, Evaluation of evapotranspiration and canopy
resistance: An alternative combination approach. Evapotranspiration
From Plant Communities. Ed. M. L. Sharma. Elsevier Science

Publishers B. V.

Reil, J.C. and Brower, R.P. 1984. An updated Gaussian plume model for

tall stacks. J. Air Pollut. Control Assoc., 34, 818-827.

Reil, J.C. 1985. Updating applied diffusion models.

J. Climate Appl. Meteorol., 24, 1111-1130,

Heisman, B. 1976. On the criteria for the occurrence of fumigation

inland from a large lake - a reply. Atmos. Environ., 12, 172-173.

Rest, P.H. and Gaeke, G.C. 19%56. Fixation of sulphur dioxide as
sulfiteomercurate III and subsequent colorimetric determination.

Anal. Chem., 23, 1816.

Hillis, G.E. and Deardorff, J.R. 1974, A laboratory model of the

unstable planetary boundary layer. J. Atmos. Sci., 31, 1297-1307.

Rillis, G.E. and Deardorff, J.H. 1976. A laboratory model of diffusion

into the convective planetary boundary layer

Quart. J. Roy. Meteorol. Soc., 102, 427-445.

-248-



Hu, J. 1973. Hind-induced turbulent entrainment across a stable

density interface. J. Fluid Mech., 61, 275-287.

Zeman, O, and Tennekes, H. 1977. Parameterization of the turbulent

energy budget at the top of the daytime atmospheric boundary layer.

J. Atmos. Sci., 34, 111-123.

-249-



APPENDIX A

SOLAR RADIATION

Solar radiation is a parameter which 1is readily measured. For
the purposes of dispersion modelling, however, there are a few
additional items of information required which are derived from
theoretical considerations. A simpiified treatment of solar

radiation theory is given below, providing the required information.

This section draws heavily on a report from the Tennesse Valley

Authority (1972).

Extra-terrestrial Solar Radiation

The radiation Qg, impinging on a horizontal plane at the top

of the atmosphere is

Qo = —% sing (a.1)

with I, solar constant = 1353W/mZ,

r radius vector

a solar altitude (radians).

The solar altitude is defined as
sing = sing sind + cos¢ cos$§ cosh , (A.2)

with ¢ latitude (radians),

§ declination of sun (radians)

h  local hour angle of sun (radians)

The variables r and § may be considered constant over

a day and are given by:
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r=1+ 0.017cos[gg— 186 - D)} (A.3)
6 = 23.45({ps) cos |50(172 - D) (A.4)
365 )

The local hour angle h comes from its equivalent in hours, LHA.
LHA is measured westward around the axis of the celestial sphere
from the upper meridian of the observation point to the meridian

of the sun. 1In other words, for the hours around local noon:

12 <LHA < 24 before local noon
LHA = ¢ at local noon
0 <LHA < 12 after local noon.

LHA is computed from a two-part formula

(a) for the sun east of the local meridian
LHA = ST + 12 - DTSL + ET, (A.5)
(b) for the sun west of the local meridian
LHA = ST - 12 - DISL + ET (A.6)
with ST standard time of time zone,
DTSL difference between local and standard time,
ET the equation of time.
ET, accounting for the apparent irregular angular motion of the
sun, is given by:

ET = - 60(0.123570sind - 0.004289cosd + 0.153809sin2d

+ 0.060783cos2d), a.7)
where d = o S— (D-1)
365.242

and D is the day number of the year.
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Sunirise and Sunset.

Sunrise and sunset are defined as those times when the
centre of the sun is at the altitude of the horizon. Hence, 1if

there are no horizon obstructions,
agr = 0
axgg = 7
From the definition of local hour angle, it follows that

T < hSR<2ﬂ

0 < hss<‘n

Figure A.l shows these hour angles in the Celestial Sphere,

viewed from above the north pole. From (A.2)

sinxcsc - Sing siné 8
cos¢ cosé (a.8)

cos hss =

ST,, may be evaluated from (A.6). hgp also satisfies (A.8),

s

and may be simply evaluated as

STgg is then’evaluated from (A.5).
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FIGURE A.1l Celestial sphere, showing hour angles for sunrise

and sunset during winter.
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MODEL SOIL

RE4D PROGRAH CONTROL DAT2
- Start and end times
~ initial values for soil
tesparature and
moisture (surface & deep)
- model coefficients and
constants

READ
- 10 minute meteocrological
records
- rainfall, pressure and
cloud records

COHPUTE
~ incoaing longrave
- net shortreave
- potential tempaergture
- specify humidity

INTEGRATE SOIL TEMPERATURE AND MOISTURE D.E. S

Before each integration

step:

- compute stability-
corrected turbulent

{ Solve D.E.s via {th order
il
Ll
.
:
i
fluzes (Hs,E,7T) using |
i
)
1
H
.
i

Runge Xutta routine, using
computed G and E, to give
nex values of Tg, Td, ¥g, wd

current values of Tg
and wWg. Stability L
is computed in the
process

- compute G from the
heat budget .

L

COMPUTE
-~ VYirtual heat flux Hv
- Stability t0/L

HRITE
Output data file including
Av, ug, 10/L

Next Timestep

END

APPENDIX B FLOWCHART FOR THE SURFACE LAYER HEAT BUDGET MODEL
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MODEL WML

( ATART )

RE4D PROGRAM CONTROL DaTA
- Start and end times
initial values for mixed laver
height and virtual temperature
- default sunrise temperature
profile shapes for each amonth
- model coefficients and
constants

Initialize model time:

DAY or NIGHT -
If DAY, load the temperature
profile (described below)

READ
10 minute surface turbulent
fluxes & other mat. data

At midnight each day
calculate time of
sunrise and sunset for

the new day

YES

Is 1t NIGHT 7 COMPUTE
- NBL height

- g4

NO

Has the sun risen

It is DAY

Ly

APPENDIX C FLOWCHART FOR THE ATMOSPHERIC MIXING DEPTH MODEL
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No longer NIGHT
{¥ight may overlap
day in stable
conditions)

Loed a vertical tesperature
profile. (see Subroutine LOAD)

COHMPUTE !
34

fter gunset?

Daytime mixing
occuring ?
3

b} k]
e qy 0 ?

not DAY
HO -

RAXL is stagnant

IHTEGRATE

It is HIGHT

HKL height (h) and
temperature (8m)
D.E. s, and compute

i a8

RRITE RRITE
Output data including Output data with h set
h, 8m, A8 to 999.

Next timestep

END
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SUBROUTINE LOAD

' START ’

READ
Height, virtual poteatial
temperature pairs to
define morning teap. profile
(from airport radiosonde)

If no radiosonde record
substitute a default
profile

If profile does not extend
to 5000e, append portians
of default profile

Correct the surface temp.
of the profile for the
time difference betxeen

sonde and release mhen
@ixing commences

Modify the profile to
incorporate the RHL up
to the NBL height

C3



START

READ PROGRaM
CONTROL DATA
-eap grid references
-nuaber and spacing
of grid points
-start and end times
for model run
~hourly ambient standards
-number of source groups
and number of stacks in
aach group
~distance from ccast of
source groups
~location, height and
diametsr of aach stack

DAILY LooOP

READ
Met dats for full day

Differentiate betneen
ongshore flow types and
specify sea breezs depth

READ
Eeissions data for full
day

TIKESTEP LOOP

v

Specify temperature
lapse rate

Determine wind profile
exponent

HO

Hind Onshore

Layer mean mind
UL = 1,2 010

APPENDIX D FLOWCHART FOR THE GAUSSIAN PLUME DISPERSION MODEL
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DR

®ill a TIBL form ?

Calculate distance where
TIBL amesets sea braesze base

L

Set mixing height to 999a
for onshore neutral or
stable flowu

SOORCE LOOP

Combine emissions (if
necessary) and calculate
meighted average source
paraseters and stack height

Coampute wind speed at stack
height

Compute average ¢y and oy in
mixed layer (includes onahore
flow)

NO
s there a TIBL 7

Does the stack extend abo
the TIBL or will the pluse

Plume ia fully trnppadgx
penetrate it ?

in TIBL. QF = 1

Calculate plume final height
in stable marine air, leas
__than sea breaze depth

Compute distance XI of iapact
of plume centreline and TIBL

®

D2




Q®

Bas the plume actuall

finished rising at XI ?

) YES
i

. Vil

. Compute impact distances of
! plume upper and louwer edges
uith TIBL (XB, IE)

Recalculste II for »
rising plusme

Coapute ground level impact
distances XBF, XIF, XEP

i lConputa Virtual Source

|
distances XBV, IIV J

B ]

/T

~Compute plume height
-Compute fraction QF of
plume trapped belor HHIX

HO
Is there a HIBL

Compute modified

Se and Gy
<
y <
7 -~
GRID LOOP Limit the range of grid

~"~—————————————1 location for computation

to those which may receive
non-negligible contributions
from the source

HO
s there a TIBL ?

Set h = TIBL height above
the grid point

€60
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Is the pluame trappad
in the TIBL 2

Limit plume height to TIBL
height ( il necessary )

Compute Sy and QF for
a plume fumigating

into a TIBL

(COIDUCQ Sy and oy

NEXT GRID POINT

Compute concentration of
pollutant at the grid point
via the Gaussian foraula

Accumulate total average 1
and hourly average
concentrations :

HEXT SOORCE

&
<

HEIT TIHESTEP

Accumulate statistics of
exceaedences of hourliy
ambient standards

Compute daily average
concentrations at all
grid points

RRITE TO DISK

~AYERAGE DAILY COHCEMTRATIONS
~HOOURLY STANDARD EXCEEDANCE

STATISTICS

NEXT DAY

END
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