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I I 

ABSTRACT 

This Thesis describes Rork undertaken by the author as part of a 

Government sponsored study of air pollution dispersion from industrial 

sources at KRinana, Restern Australia. The primary objective of the 

study Ras to develop predictive tools, in the form of computer models, 

Rhich could be used in assessing air quality constraints on land use 

planning in the KRinana area. A secondary objective Ras to develop 

models Rhich could be adapted to apply to other areas of the State, 

both on the coast and inland. 

The approach adopted to achieve these objectives Ras to identify those 

meteorological processes Rhich significantly influence pollutant 

dispersion and to concentrate on developing conceptually simple, 

acceptably accurate model components Rhich could be amalgamated into 

an efficient, flexible and robust dispersion model package. As far as 

possible, computation methods requiring only routinely available data 

Rere pursued, in vieR of the applications proposed for the model. The 

model components developed in the course of the study Rere: 

(a) a model combining heat budget and bulk aerodynamic methods for 

computing surface turbulent fluxes, Rhich requires routine 

single height meteorological data only and Rhich accounts for 

the important stabilizing effect of surface evaporation; 

(b) a model to describe the erosion of radiation inversions above a 

growing daytime Rell mixed layer, based on a parameterization of 

the turbulent kinetic energy budget of the layer; 
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Cc) an efficient multi-source Gaussian plume dispersion model, 

incorporating simulation of the shoreline fumigation effect of 

elevated plumes entrained into a thermal internal boundary 

layer. 

Each of these model components Ras successfully validated via 

comprehensive field experiments, Rhich are described in the Thesis. 

The dispersion model displayed excellent accuracy in predicting daily 

or longer averages of sulphur dioxide measurements at a continuous 

monitoring station, but tended to under-predict high hourly averages. 

The development and implementation of the above model components to 

simulate the various meteorological processes over a full twelve 

month period <with a ten minute timestep) for a very modest computing 

cost is considered to be a significant contribution to this field of 

study. 
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CHAPTER 1 

I HT RO DU CTI ON 

1. 1 STUDY OBJECTIVES 

Dispersion of atmospheric pollutants in coastal areas is a common 

concern of environmental and health agencies, since the population 

density of coastal areas is usually relatively high. The subject is 

also keenly studied by atmospheric scientists in view of the 

complexity of mesoscale wind patterns and mixing processes at coastal 

sites. 

This Thesis describes theoretical and experimental work directed 

towards the development of computer models to describe the dispersion 

of pollutants from tall chimneys in a coastal environment. The bulk of 

this work was completed as part of the Kwinana Air Modelling Study 

( 1978-82) I of which the author was the Coordinator. Relevant 

theoretical and experimental work completed subsequent to that Study 

has also been included. 

The Kwinana Air Modelling Study (KAHS) has been documented by the 

Department of Conservation and Environment (KAHS, 1982). An overview 

of the Study is provided in Chapter 2 of this Thesis. As the name 

implies, the aim of KAHS was to develop computer models of atmospheric 

pollutant dispersion in the Kwinana area, which is the State's major 

industrial area situated about 30 kms to the south of Perth. The main 

concentration of heavy industry at Kwinana is in a coastal strip 
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adjacent to Cockburn Sound which is a natural harbour protected by 

Garden Island. The prime objective behind the development of the 

computer models was to provide a predictive tool for use in assessing 

air quality constraints on land use planning (e.g. on future 

residential development adjacent to the industrial strip). A secondary 

general objective was to develop models which could be adapted to 

apply to other situations in the State, both on the coast and inland. 

The stated objectives of KAHS had a major influence on the philosophy 

and direction of work. In order to meet the first objective, it was 

necessary for the models to be efficient (in terms of computer 

resources), flexible and robust (to provide results for widely varying 

conditions and scenarios without requiring significant modifications), 

whilst still describing the important meteorological phenomena with 

sufficient accuracy to make the results meaningful and reliable. 

Accordingly, models requiring numerical solutions to second or higher 

order primitive equations were deliberately avoided, with attention 

focussing instead on relatively simple conceptual models of 

meteorological phenomena which could be incorporated into algorithms 

within a computer model designed to run over extensive data sets (1-2 

years) at minimal cost. The first objective also confined the region 

of interest to "local scale", i.e. the area surrounding industries 

within which significant concentrations of primary pollutants might 

occur (typically within 15 kms of the source). The second objective 

{applicability of the models at other locations) led to attention 

being focussed on models which could be run on routinely available 

data, as opposed to 

difficult-to-obtain data. 

models requiring specialised 

This philosophy recognises that 
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results are often required on a timescale far shorter than that 

required to collect a representative data set (1 to 2 years), and also 

that the logistics of collecting such data at remote sites may be 

prohibitive. 

One of the main contributions of this Thesis Rill therefore be the 

description of a point source dispersion model optimised to meet the 

independent constraints of acceptable accuracy, efficiency, 

suitability for application to extensive data sets, flexibility, and 

dependence on routinely available data Rhere practicable. Other 

contributions Rill be in the form of improvements or refinements to 

models of important meteorological processes and verification of these 

models via field experiments. These important meteorological processes 

Rill be identified in the next Section and a rationale given for the 

approach adopted to investigate them. 

1.2 DISPERSION HODEL DEVELOPMENT METHODOLOGY 

There are three fundamental steps in defining a methodology for 

dispersion model development: 

< a) identify the important meteorological processes and 

characteristics of the pollutant sources which together will 

determine the ambient concentrations of pollutants in the area of 

interest; 

(b) analyse each process or characteristic to determine how best to 

simulate it for the purposes of the model, and Rhat information 

or data are required to do so; 

(c) collate the findings and requirements from step (b) to determine 
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the optimum means of proceeding. 

An overview of model development methodology employed in this Study, 

following these three steps, is given below. A series of figures is 

included to aid the discussion. Figure 1. 1 is a schematic of the 

planetary boundary layer, included for the purposes of defining 

various meteorological parameters to be used in the discussion. 

Figures 1. 2 to 1.6 are schematics of important meteorological 

processes which influence the dispersion of air pollutants in the 

Kwinana Area. In each figure, the meteorological parameters which 

together drive or influence the process are specified. Detailed 

theoretical descriptions of the meteorological processes, including 

the formal derivation of parameter relationships, will be given in the 

Chapters which follow. 

1.2.1 IHPORTAMT METEOROLOGICAL PROCESSES AND SOURCE CHARACTERISTICS 

(i) Pollutant Source Location, Height and Strength 

Location and height of chimneys in an industrial area are major 

determinants of the spatial distribution of pollutants. These 

parameters are easily specified within a computer model as three 

dimensional coordinates on a base map grid. 

Pollutant concentrations are directly proportional to the rate of 

pollutant emission at the source. Data on pollutant emission rates for 

each source can be stored as a time sequence and accessed by a 

coaputer model. 

-4-
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( ii) Plume Rise and Effect of Inversions 

Buoyant chimney plumes rise and level within the planetary boundary 

layer as depicted in Figure 1. 2. The height of rise H will depend on 

the initial plume characteristics (stack height Hs, temperature Ts, 

exit velocity Vs, density ps, mass flow rates Hs) and on the 

meteorology, as described by Briggs (1975). 

If the temperature lapse rater is stable Cr >0), plumes will run out 

of buoyancy in the warmer air aloft and level out. In neutral or 

unstable conditions ( r ~0), plumes will level out due to the mixing 

activity in the atmosphere, Rhich Rill depend on surface turbulent 

fluxes of heat Hv and momentum~. and the mixed layer depth h. 

A plume may commence rising into a neutral or unstable layer and then 

intersect a very stable temperature inversion aloft, which acts like a 

"lid" with a strength 6.e. If the plume temperature is still high 

enough it Rill penetrate the lid, as illustrated in Figure 1.2, but 

Rill not be able to disperse doRn through it again. If the plume is 

not warm enough, some or all of it Rill be trapped below the lid and 

the pollutants Rill be mixed back to ground in relatively high 

concentrations. 6.e is therefore an important parameter, 

by Hanins (1979). 

as discussed 

An increase in Rind speed U Rill result in a decrease in plume height 

under all conditions. 
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( iii) Pollutant Transport 

Pollutants at an elevated level in the planetary boundary layer are 

advected downwind at the speed of the wind at that height (see Figure 

1.3). Concentration of pollutants is inversely proportional to this 

speed. The variation of wind speed U with height z becomes greater 

Mith increasing stability ( Irwin, 1979b). These effects must be 

included in a model if surface wind data are to be used. 

Surface wind speed U(x,y) and direction RO(x,y) may be significantly 

modified by topography or other changes in surface characteristics. 

For dispersion modelling over a large area, these changes may need to 

be measured or separately modelled. 

(iv) Mixing Height - Rithout Coastal Influences 

Figure 1.4 illustrates a sequence of events frequently observed in the 

planetary boundary layer adjacent to the earth's surface. At 

night-time, in the absence of extensive cloud cover, the ground cools 

by radiating heat upwards. The air next to the ground is also cooled 

by sensible heat transfer, leading to the gradual formation of a deep 

ground-based stable layer (called a radiation inversion). There is no 

"lid" as such, but plumes released within the layer will disperse 

slowly, dependent on the amount of turbulent mixing occurring, which 

in turn is determined by the surface cooling rate Hv and the stress ~ 

( Hahrt, 1981). If clouds are present at night, their added radiation 

may be enough to prevent the stable layer forming (ie. by keeping Hv 

small>. 
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Shortly after sunrise, there Rill be enough mixing energy available 

from surface heating and Rind stirring (parameterized via Bv and,) to 

commence eroding the stable temperature structure and forming a well 

mixed layer. The mixing and deepening of this layer will continue 

through the day, probably reaching 1-2 kms depth by mid-afternoon. 

During its growth, turbulent mixing at the top of the layer causes a 

relatively sharp temperature inversion 6e to form, which acts as a 

"lid" to some plumes, as described in (ii) above. Renee it is 

important to describe the daytime evolution of mixed layer height h 

and inversion strength 6e in the dispersion model. The key 

meteorological parameters are expected to be Rv 

C Tennekes, 1973). 

• and ec z) 

Subsidence inversions rarely form below 1,000 min the South Rest of 

Western Australia and so are not a major consideration. If present, a 

subsidence inversion will slow the growth of the mixed layer when 

mixing reaches the inversion height. 

~v) Mixing Height - Coastal Effects 

Sea breezes along the H.A. coast typically take the form of a cool 

current of air, 300 to 500 m deep at the coast, with a strong 

inversion interface at its upper boundary. Pollutants released into 

the sea breeze will almost certainly be trapped therein. However, 

close to the coast, details of the sea breeze are not as important for 

dispersion modelling as those of the coastal internal boundary layer. 

Rhen onshore flows encounter the coastline, the sudden change in 
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surface roughness, heating and evaporation rates leads to the 

formation of an internal boundary layer over the land (see Figure 

1 . 5) . The situation of most interest in the current Study is the 

formation of a thermal internal boundary layer (TIBLl Rithin cool 

onshore floR over warm land. In this situation the strength of 

turbulence (driven by convective heating) and hence also the 

dispersive capability of air within the TIBL is far greater than that 

of the marine air. Figure 1.5 shows a plume released in the stable 

flow of a sea breeze and dispersing only slowly until it intersects a 

growing TIBL, from where it is mixed rapidly to ground level, 

resulting in much higher short term concentrations than would 

otherwise occur at that distance from the source. This phenomenon is 

called "shoreline fumigation" ( Lyons, 1975) , and is a major 

consideration in dispersion modelling for coastal sites. To determine 

the location and strength of fumigation events it is necessary to 

predict the rate of growth of the TIBL, which is determined mainly by 

llv, 't, layer mean velocity U and the temperature structure of the 

onshore flow, r(z) {Stunder and SethuRaman, 1985). 

(vi) Pollutant Dispersion 

After the initial rise stage, the pollutants in a plume are dispersed 

by the action of atmospheric turbulence. The level of turbulent mixing 

in the planetary boundary layer is commonly expressed as atmospheric 

stability, varying between the extremes shown in Figure 1.6. Turbulent 

velocity fluctuations Ou, Ov and Ow (orthogonal components), which 

determine the rate of plume spread, may be related to various measures 

of atmospheric stability. The key parameters for determining stability 
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are Hv, 't and h ( Hanna et al. , 1977). 

1.2. 2 MODELLING METHODOLOGY 

Given the above analysis of meteorological processes and the 

parameters on Rhich these depend, 

development may be derived. 

an optimum approach to model 

From inspection, the only key parameters Rhich are prov_ided directly 

by routine near surface measurements are the wind speed U(x,y) and 

direction RD<x,y). Horizontal variations of these parameters, although 

usually present and measurable, can most likely be classified as 

secondary effects for local scale studies over relatively featureless 

landscapes (such as at Kwinana). Hixing height may be directly 

measured by an acoustic sounder, but such measurement is far from 

routine. 

The next class of parameters which may be identified are those which 

are directly calculable from surface meteorological data. Included in 

this group are: 

(a) av (from Ga and U, where Oa is the standard deviation of wind· 

direction fluctuations); 

(b) Hv and 't (from tower profile measurements or heat budget 

calculations). 

The third identified group of parameters are those which depend on Hv 

and 't, plus other direct measurements. This group is comprised of 

various measures of the mixing height h, and inversion strength 6.e, as 
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follmrs: 

( c) Noctur-nal boundac-y layer- height h; 

(d) Daytime mixed layer- height hand lid str-ength 60 (which depend 

also on a measur-ed mor-ning temper-atur-e pr-ofile e(zl ); 

(e) TIBL height h(x) ( which depends also on measur-ements of the 

mar-ine air- temper-atur-e pr-ofile e(z) ). 

The four-th gr-oup of pac-ameter-s ar-e those which depend on Hv, • and h. 

It may be noted at this stage that Hv, • and h may be combined Rith 

mean air- temperatur-e (K) and other constants to describe the full 

range of atmospheric stabilities encountered in the planetar-y boundar-y 

layer. Any alternative scheme for describing atmospheric stability 

should be able to be related back to these parameters, unless it is 

deficient. This four-th gc-oup includes: 

(f) "atmospheric stability"; 

( g) <Yu, (7., ( and Ov as an alternative to measurement of 011); 

( hl UC z) /UC 10) within the planetary boundary layer ( without coastal 

effects); 

( i) Plume levelling height H; 

The final gr-oup of par-ameters must be treated as special cases: 

(jl Potential temperature profile e(z). For offshore floRs, e(z) is 

described Rith sufficient accuracy (for dispersion modelling 

purposes) by the simulation of hand 6e (see Cd) above). For the 

nocturnal case, 8(z) might be modelled if so desired, based on 

the cooling and mixing Rhich occurs in the nocturnal boundary 

layer. 

Ck) Sea breeze parameters; hse, 68se, e(z), r(z), U(z). These 
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parameters might be obtained from sequential temperature and wind 

soundings (e.g. radiosondes tracked by double theodolite), but 

such measurements would obviously be confined to intensive field 

experiment periods. A numerical sea breeze model might also 

provide reasonable estimates, but the computing resources 

required to run such a model Mould similarly limit its 

application to short studies. 

Experience at KRinana (KAHS, 1982) and in other parts of the 

Rorld ( e. g. Portelli, 1982) indicates that, during sea breeze 

(or lake breeze) conditions, the maximum concentrations from tall 

stacks Rill generally be associated Rith fumigation in the TIBL, 

which occurs or at least commences prior to the distance at which 

TIBL growth is arrested by the top of the sea breeze. The sea 

breeze lid is therefore of secondary significance in terms of 

pollution 

sufficient. 

impact, and an approximation of hes should be 

Fortunately, the data gathered on sea breezes 

indicates that their characteristics are reasonably predictable, 

and that typical values of hse, 

assumed. 

r( z), 6ess and U( z) may be 

The above grouping of parameters has been on the basis of their 

dependence on other parameters, hence defining the order in which 

model computations should proceed. In practice, it is highly desirable 

to streamline models in order to reduce execution time, recognising 

that the final model run-time is likely to be very small compared to 

the computer time utilized in developing, debugging and testing the 

models. Kith this in mind, the model development undertaken in this 
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Study was completed in three separate sequential parts Ci. e. three 

separate models), each providing a cumulative input data set to the 

next. The models and their respective output data Rere as follows: 

(i) a combined heat budget - bulk aerodynamic model to provide Hv 

and• (with other meteorological parameters carried through); 

(ii) a mixing depth model to provide hand 6e during day and night 

without coastal effects (Rith Rv, • and other parameters carried 

through); 

(iii) a multi-source Gaussian plume dispersion model incorporating 

calculation of TIBL height and shoreline fumigation, providing 

ground level concentration predictions (1 hour, 24 hour, monthly 

and annual averages) over a horizontal grid. Calculation of TIBL 

heights was logically included in the dispersion model, where 

downwind distance from the coast was readily calculated. 

The model development methodology outlined above facilitated a clearly 

defined, objective study of the important meteorological processes by 

optimising the quality of input data at each step. Overall savings in 

computing costs were also significant. The methodology successfully 

implemented in this Study coincides very closely Rith the 

recommendations of a recent major workshop (Reil, 1985) sponsored by 

the American Meteorological Society and the U.S. E. P.A. 

The structure of this Thesis follows the development of the models as 

outlined above. Following the outline of KAMS in Chapter 2, Chapter 3 

describes various methods of computing Hv and • and details the 

development and testing of a numerical model based on the surface heat 

budget. Chapter 4 provides a corresponding description of a mixing 
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depth model, which does not include coastal effects, and evaluates the 

model's performance against field observations. Chapter 5 deals with 

methods for calculating the growth of internal boundary layers, and 

presents the results of field studies which support the chosen 

formulae. Chapter 6 presents the theoretical basis of the KAHS 

multiple source Gaussian dispersion model, with particular emphasis on 

the theoretical description of the shoreline fumigation process. 

Experimental verification of the model is also presented. The 

application of the model to long term simulation of pollutant 

concentrations is described in Chapter 7. Chapter 8 provides a summary 

and conclusions. 

The sequence of model development and of the chapters in this Thesis 

is depicted in Figure 1.7. 

DISPERSION MODEL 

-Coaatal internal 
boundary layara 
CHAPT. 5 

Heat Ki xi n9 h, 68 - -Shoreline fumigation 
Bud9at Depth CHAPT. 6 

Hodel H.' -r Hodel H., -r 
- -Diepereion or plumes 

Met. Ket. Ket. - from a number or 
data - CHA PT. 3 aata CHAPT. 4 aata point sources 

-Prediction or ground 
level concentrations 
CHAPT. 6 .. 1 

FIGURE 1. 7 SEQUENCE OF MODEL DEVELOPMENT 
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CHAPTER 2 

OUTLINE OF THE lHINAKA AIR MODELLING STUDY 

An outline description of the KRinana Air Modelling Study is given 

here to establish the context Rithin Rhich most of the work described 

in this Thesis was carried out and, in particular, to describe the 

main sources or experimental data. 

2. 1 STUDY BACKGROUND 

The Kwinana industrial area is depicted in Figure 2.1. Hajor 

industries identified on the map (mainly along the coast) include an 

alumina refinery (Alcoa), an 880 HR poRer station (SEC), a blast 

furnace and steel rolling mill (AIS), an oil refinery (BP), a 

fertilizer Rorks CCSBP), a nickel refinery CRHC) and a cement Rorks 

(CC). These and other smaller industries produce a variety of gaseous 

emissions. The emission of most significance from a health vieRpoint, 

and the only one Rhich Ras considered in KAHS, is sulphur dioxide 

(S02) produced primarily by the combustion of fossil fuels. As may be 

seen from Figure 2.1, there are sizable areas of urban development 

adjacent to the industrial strip. The small pockets of urban 

development at Rattleup and Hope Valley are poorly placed relative to 

the industrial area, being very close and doRnRind in sea breeze 

conditions. The first major investigation of air pollution in the 

KRinana area was the Coogee Air Pollution Study, conducted in 1973-74. 

That Study Ras initiated to evaluate an urban development proposal for 

a tract of land immediately north of the industrial area. Rhilst the 
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FIGURE 2.1 THE KWINANA AREA SHOWING THE LOCATION 
OF MONITORING INSTRUMENTS (KAMS~l982) 
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Study was successful in opposing the development, primarily on the 

basis of S02 monitoring results, it also highlighted a lack of 

knowledge in the science of dispersion modelling applicable to coastal 

areas in the south-west of the State. The need for such a modelling 

capability was clearly recognised, in view of the potential for 

ill-informed land use planning decisions such as had led to the siting 

of the Rattleup township. The Kwinana Air Modelling Study was 

initiated as a direct result of this identified need. 

KAHS was designed specifically as a study to develop modelling 

techniques which would be suited to a variety of applications, 

including land use planning, environmental impact assessment and 

pollution surveys. Accordingly, the monitoring of ambient S02 

concentrations at a few locations was undertaken to provide data for 

comparison with model results, rather than to provide a representative 

picture of regional pollution levels. Continuous meteorological and 

emissions monitoring was undertaken to provide a data base for 

dispersion models, and three major field experiments were conducted to 

provide comprehensive data sets against which to test the various 

models. A summary of these components of KAHS is given below. 

2.2 EMISSIONS INVENTORY 

Each of the previously mentioned major industries cooperated by 

supplying a continuous record of S02 emission rates and other 

important emission parameters throughout the Study period. 

The format and resolution of the data varied significantly for the 
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different industries, necessitating tailor-made procedures for 

digitising and processing the data in each case. Processed data from 

each industry was collated into a single file suitable for a multiple 

source dispersion model. 

2.3 HETEOROLOGICAL AND SULPHUR DIOXIDE MONITORING 

TRo base meteorological stations were operated throughout the study to 

provide a continuous record of important meteorological parameters. As 

shown on Figure 2. 1, Base Station was located in the Rattleup 

residential area and Base Station 2 further south at Kninana. 

Following the acquisition of additional equipment in late 1979, Base 

Station 2 was relocated to a site at Hope Valley (Base Station 3). A 

photograph of Base Station 1 appears in Figure 2. 2. 

Base Stations 1 and 2 both consisted of an instrumented 10 m tower and 

an air-conditioned caravan housing electronic signal conditioning 

equipment, a continuous sulphur dioxide monitor and data logging 

equipment. The meteorological sensors used at these base stations, and 

the manufacturer's specifications for these sensors, were as follons: 

Rind Speed (10 metres): HRI model 1074 cup anemometer, consisting 

of a light bulb-photocell assembly, a light chopper disc and a 

tachometer to compute wind speed. 

Range Oto 35 m/sec, Accuracy 0.1 m/sec. 

Rind Direction ( 10 metres): HRI model 1074, consisting of a 

ganged two-section potentiometer and a resistance-to-voltage 

conversion circuit. 

Range Oto 540 degrees, Accuracy 3 degrees. 
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FIGURE 2.2 BASE METEOROLOGICAL 
STATION l AT WATTLEUP. 

FIGURE 2.3 BASE METEOROLOGICAL 
STATION 3 AT HOPE VALLEY. 



Air temperature < 1 O metres): HRI model 842, consisting of an 

aspirated dual thermistor and resistor 

resistance-to-voltage conversion circuit. 

Range -30 to 50 • C, Accuracy 0. 1 5 ° C. 

network with a 

Dew Point (10 metres): HRI model 892, consisting of an aspirated 

lithium chloride sensor with bifilar wire electrodes. 

Range -50 to 50 ° C, Accuracy 1. 5 • C. 

Solar Radiation: HRI model 860, consisting of an Eppley Black 

and Rhite Pyranometer with a high precision amplifier. 

Range Oto 1400 R/m 2
, Accuracy 2.5%. 

Sigma Theta (10 metres): HRI circuit 1431200 providing a 

continuous real-time standard deviation measurement of the wind 

direction from its mean over a 3-minute period. 

Range Oto 45 degrees, Accuracy 2.5%. 

Continuous air sampling and analysis for sulphur dioxide was carried 

out using a TRACOR 270HA atmospheric sulphur analyser. In the TRACOR, 

sulphur dioxide concentrations are determined by using an automatic 

gas chromatograph to separate the sulphur dioxide from other gases, 

and then passing it through a flame photometric detector. 

EDAS 16 data loggers manufactured by Digital Electronics were used to 

record 10-minute averages of all parameters. The units utilize 

voltage-to-frequency converters and high speed counters to provide 

accurate scalar averages of the input signals, thus avoiding the 

aliasing errors inherent in many other logging systems. 
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Analysis of the meteorological data from the KRinana Base Station 

(Base Station 2) shoRed that the site Ras less than ideal for the 

purposes of model development and validation. As mentioned above, a 

neR site at Hope Valley Ras subsequently chosen as more representative 

of the Rhole of the study area. Base Station 3 Ras established at this 

neR site in late 1979. The opportunity Ras also taken to significantly 

upgrade the Base Station. A 27 m toRer Ras installed with wind and 

temperature being measured at tRo levels as seen in the photograph of 

the Station in Figure 2. 3. Briefly, the additional sensors installed 

at Hope Valley Here: 

Rind Speed, Rind direction, Air Temperature and Sigma Theta at 27 

metres, all having the same specifications as their counterparts 

at 10 metres at Base Station 1. 

Net Radiation: Hiddleton Instruments net pyradiometer Kith 

precision amplifier. 

Range -700 to 800 R/m 2
, Accuracy 3%. 

Relative Humidity at 10 metres: Vaisala humidity meter Rith 

precision amplifier. 

Range Oto 100%, Accuracy 5%. 

Soil Temperature at 0.5 cm: Analog Devices, tRo terminal IC 

temperature transducer Rith associated circuitry for current to 

voltage conversion. 

Range O to 90 °c, Accuracy 0. 5 °C. 

Soil Heat Flux at 1 cm: Middleton Instruments heat flux plate 

Rith precision amplifier. 

Range -150 to 200 R/m 2
, Accuracy 5%. 
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Cassettes produced by the data loggers operating at the two Base 

Stations contained all the 10-minute average information from the 

meteorological and pollutant monitoring instruments. Additional 

information relating to instrument calibration, maintenance and 

general operation of the Base Station was recorded in log books. 

The digital cassettes were read under program control to temporary 

magnetic cartridge storage on a mini-computer. This transfer allowed 

for the deletion or modification of records which were known to be of 

doubtful quality. The raw data were then plotted by the mini-computer 

to reveal any data errors or anomalies which had not been indicated in 

the log books, following which appropriate adjustments were made. 

The corrected data were transferred to the central computer for final 

processing involving the application of predetermined calibration 

expressions to produce a time series of 10-minute average parameter 

values. 

Data recovery rates from the meteorological base stations were 

generally very good, as illustrated in Table 2.1 which gives 

statistics for Base Station 1 over the full period of data collection. 

The period July 1979 to June 1980 was selected as the best period, and 

used in the final modelling exercises. 
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Table 2. 1 Data recovery from Rattleup Base Station for the 

period 16 June 1978 to 2 February 1981. 

INSTRUMENT 

Hind speed 

Rind direction 

Sigma Theta 

Air temperature 

Solar radiation 

Dew point* 

Sulphur dioxide 

Data logger 

* installed 25.4. 79 

PERCENTAGE RECOVERY 

86.2 

96. 2 

96. 2 

97. 3 

97.3 

98.8 

79.5 

97. 3 

A monostatic acoustic sounder was operated by Murdoch University at 

the site marked on Figure 2.1. This instrument did not provide a 

continuous record, and therefore the data were used for comparison 

with other estimates of mixing depth rather than direct input to the 

dispersion model. A second more powerful monostatic acoustic sounder 

was operated for short periods (notably during field experiments) at 

the Base Station 3 site. 

Five continuously recording Lambrecht Roelfle anemometers were located 

in the study area to determine the wind field over the region. The 

instruments were mounted on wooden posts at a height of approximately 

10 metres above the ground at sites shown in Figure 2. 1. 

In addition to continuous sulphur dioxide monitoring at the Base 

Station sites, air sampling for the determination of 24-hour average 
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sulphur dioxide concentrations at KMinana was carried out using 

sequential samplers at nine sites (Figure 2. 1). The analytical 

technique used in this work was a modified version of the 

pararosanaline method (Rest and Gaeke, 1956). Adjustments were made 

for the temperature-dependent decay rate of the absorbing complex for 

the computation of 24-hour average sulphur dioxide concentrations. 

2.4 FIELD STUDIES 

Three field studies were conducted during KAHS, as follows: 

A. 2nd March 1978 - Study of Dispersion in the Sea Breeze 

Inert tracer gas was released from a tall stack and sampled at 21 

sites downwind of the stack, out to about 8 kms. Plume rise was 

estimated via photography of black smoke releases. Slow ascent 

radiosondes, tracked by double theodolites, gave vertical 

temperature and velocity profiles. Acoustic sounder data and Base 

Station data were also available. 

B. 31st January 1980 - Study of Dispersion in the Sea Breeze 

c. 

This experiment repeated the previous experiment with the addition 

of surface turbulent flux determination at Base Station 3. 

29th October 1980 Study of Radiation Temperature Inversion 

Erosion 

A record of the erosion of a ground based inversion was obtained 

from hourly radiosonde releases and an acoustic sounder record. 

Additional measurements at Base Station 3 allowed confident 
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determination of surface turbulent fluxes. The major industrial 

plumes Mere photographed at regular intervals to provide a visual 

record of plume behaviour as the inversion Mas eroded. 

A detailed discussion of the experiments of 31st January 1980 and the 

29th October 1980 will be given in the chapters which follow. 
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CHAPTER 3 

ATMOSPHERIC SURFACE LAYER TURBULENT TRANSFERS 

Turbulent transfers of heat, moisture and momentum in the atmospheric 

surface layer have been the subject of intense study over the past 

three decades. These fluxes must be included as boundary conditions in 

any modelling study of the lower atmosphere, and hence their accurate 

specification is of major importance. 

As a result of this research, a variety of methods have been proposed 

for calculating the turbulent fluxes from measurement of mean flow 

parameters. The method adopted in the current Study, based on a heat 

budget in the atmospheric surface layer, is described in Section 3.3. 

The preceding Sections provide~ discussion of theory which forms the 

basis of either the heat budget model, an alternative tower-profile 

method, or both. The tower-profile method was developed to provide a 

basis for model evaluation as described in Section 3.4. 

3.1 SURFACE LAYER FLUXES AND PROFILES 

3.1. 1 SURFACE LAYER SIMILARITY THEORY 

Honin and Obukhov (1954) proposed, on the basis of dimensional 

analysis, that any mean property of the turbulent flow may be 

described in terms of the dimensionless variable z/L, where z is the 

height above the ground and L, the Honin-Obukhov length, is defined as 
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L = 
pCpu., 3 T 

kgH, 
( 3. 1 l 

Her-e, p is the air- density, CP is the specific heat capacity of air-, 

u. is the fr-iction velocity, Tis the mean absolute air- temper-atur-e, k 

is the van Kar-man constant, g is gr-avi tational acceler-ation and H, is 

the sensible heat flux. Lis a measur-e of the height of the sublayer-

Rithin Khich ther-mally induced effects ar-e not dominant. The buoyancy 

effect of Kater vapour- may be incor-por-ated via the vir-tual temper-atur-e 

T., =T(1 +0.61q) to give 

L = 
pu. 3 Tv 

( 3. 2) 
kg( H, /Cp + 0. 61 TE) 

Kher-e q is the specific humidity and E is the mass flux of Kater-

vapour-, (i.e. the evaporation rate). 

Following Manin and Obukhov' s hypothesis, the gradients of Rind, 

potential temperature and specific humidity may be expressed as 

functions of the stability par-ameter z/L: 

au u. 
= <11,.( z/L) 

az kz 
( 3. 3) 

ae e .. 
= <l>H( z/L) 

dZ kz 
( 3. 4) 

8q q. 
<l>w( z/L) = 

az kz 
( 3. 5) 

Khere U is the Kind velocity and e is the potential temper-ature. The 

subscripts M, H and ff refer to momentum, heat and water vapour 

r-espectively. The friction velocity and other terms Kith subscr-ipt 

are defined in the definition of the various turbulent fluxes: 
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't 
= -u' w' = u. u. ( 3. 6) 

p 

Hs e7";• = = -u.e. ( 3. 7) 
pCp 

E 
= q' w' = -u.q. ( 3. 8) 

p 

As is conventional, primes indicate the fluctuating component of a 

variable and the overbars denote a time average. 'tis the stress, or 

negative momentum flux. 

The development of instrumentation to directly measure turbulent 

fluxes of momentum, heat and moisture has permitted precise evaluation 

of the"' functions. Oyer (1974) summarizes the various proposed forms 

and concludes that the following are most acceptable. 

Unstable: 

"'" = l 1 - v( z / L) 1 - 1 1 4 

"'" = • w = {1 - v(z/L)l-
112 

where v z 16. 

Stable: 

"'" = <i'H = "'w = 1 + a(z/L) 

where (X z 5. 

( 3. 9) 

( 3. 1 0) 

(3.11) 

Hicks ( 1976), in a re-analysis of the Rangara data (Clarke et 

al. ,1971), found that (3.11) holds only for slightly stable conditions 

( 0 < z/L < 0. 5). For higher stabilities, he found that velocity 

profiles depart from the log-linear form of (3. 11) toward a purely 

logarithmic form("'" constant), but that this state is never reached. 

He further observed that in very stable conditions, the profile above 

a few metres becomes linear with height, indicating a decoupling of 
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this air from the surface, i.e. 

dU/dz = cu./(l<L) (3.12) 

so <1>11 = cz/L ( 3. 1 3 l 

Rhere c is a constant (c z 0. 8) 

Car-sons and Richards ( 1978) lend their support to Hicks' (1976) 

findings and provide an empirical formula for the transition between 

{3.11) and (3.13): 

4>11 = (8 - 4.25(z/L)- 1 + (z/L)- 2 1, (0.5 < z/L < 10) ( 3. 14) 

ffhile it is well established that <1>11 = <l>H = <l>w for (O< z/L <0. 5) there 

is currently no information on the relationship between the c1> 

functions at higher stabilities. It is assumed here that they are 

equal. 

Following Paulson (1970) (3.3) to (3.5) may be integrated to the form: 

U = ~ [ 1 n (! ) - "'"] 
k zo 

(3.15) 

8 - 80 (3.16) 

q - Qo ( 3. 17) 

where zo, ZH, zw, are roughness lengths and subscript O indicates 

surface values. The 'I' functions have the form 

J
.<; 1 - •( <;) 

... = 
l:;o i; 

di; 

where i; = z/L and l:;o = zo/L, ZH/L, or zw/L as appropriate. 
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In neutral conditions (ti>= 1), 'I'= O and (3.15) to (3.17) reduce to 

the familiar logarithmic profiles. 

Paulson ( 1970) gives analytical solutions to ( 3. 18). For the ti> 

functions of (3.9) and (3. 10) integration yields 

"'" = 2lnC(1 + x)/21 + lnC(1 + x2 )/2l - 2Tan- 1 x + n/2 

'l'H = 'l'w = 2lnC(1 + x2 )/2l 

where x = C 1 v(z/L)l 114
. For• given by (3. 11) 

( 3. 1 9) 

(3. 20) 

"'" = 'l'H = 'l'w = -a:< z/L) ( 3. 21) 

Carson and Richards (1978) evaluate 'I' numerically for the two regimes 

where ( z/L) > 0. 5, given by ( 3. 13) and ( 3. 14). Alternatively, to 

obtain an analytical solution, 'I' may be evaluated separately for each 

regime. 

For (0. 5 < i:; ~ 10) 

"' = Io. 5 
(;o 

, - •Cs) Ii; 1 - •<i;) 
di; + ---- di; 

i; 0. 5 i; 

= o. 5i;- 2 - 4. 25i;- 1 
- 7ln< i;> - o. 852 

For i; > 1 0 

Jo. 5 
"' = so 

1 - •((;) f10 1 - •((;) Ji; 
di; + ---- di; + 

s 0.5 s 10 

= lni; - 0. 76!:; - 12.093 

1 - •< (;) 
di; 

(3.22) 

( 3. 23) 

In obtaining the above results the lower limit of integration, i;o, has 

been taken as equal to zero. This approximation is obviously 

acceptable for smooth surfaces, where zo, ZH and zw are very small, 

but it would seem to be dubious for rough surfaces. However, Garratt 
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(1978a) has shoRn that the profile relations themselves only hold for 

heights z > 100zo. BeloR this level the flow is modified by the Rakes 

of individual roughness elements, producing a transition region where 

the diffusivity of momentum and heat is enhanced and, as a result, the 

gradients of windspeed and temperature (~" and ~H) are smaller. 

Similar behaviour is envisaged for vapour flux. If measurement heights 

are kept above the transition layer then the approximation ½O z O Rill 

automatically be satisfied. 

3. 1. 2 BULK AERODYNAMIC FORMULAE 

It is feasible to determine turbulent fluxes from measurements of the 

vertical gradients of wind, temperature and humidity, using the theory 

presented thus far. Alternately, an integral approach may be used, 

where mean differences rather than gradients need to be measured. The 

bulk aerodynamic formulae, following this approach, may be written in 

the form 

't = u' w' = - U• u.. = -Co U2 (3.24) 
p 

H. 
= 8' R' = - u .. 0 .. = - CHU( 8 - 80) ( 3. 25) 

pCp 

E 
= q' W' = - u.q,. = - Cw U( q-qo) ( 3. 26) 

p 

Co, CH and Cw are the respective bulk transfer coefficients. U, 8 and 

q are measured at some reference height (usually 10 metres) and 

subscript O again refers to surface measurement. Given the Ridely 

reported result that CH z Cw (e.g. Hicks, 1975), implying that 

ZH z zw, these will be treated together with a single subscript, HR. 
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Considering the theory discussed in preceding Sections, it is obvious 

that the bulk transfer coefficients will not be constants, but will be 

strongly dependent on stability. Several authors (Deardorff, 1968; 

Carson and Richards, 1978) have investigated this 

similar analysis yields the following relations: 

CHw = k2 
/( ( ln( z/zo) - "'") ( ln( z/ZHw) - l\'Hw) J 

Co= k 2 /(ln(z/zo) - '1>11) 2 

dependency. A 

( 3. 27) 

( 3. 28) 

For a given stability z/L, 'i>Hw and"'" can be evaluated from (3.19) to 

(3.23). However, z/L is itself a function of the turbulent fluxes, so 

the fluxes cannot be explicitly calculated. Hicks (1975) suggests an 

iterative method of solution which works very well. The fluxes may be 

calculated from (3. 24) to (3. 26) using provisional estimates of the 

transfer coefficients Co and CHw. A provisional estimate of z/L may 

then be obtained from (3. 2) and used to correct Co and CHw via (3.27) 

and ( 3. 28). The process is repeated until z/L converges 

satisfactorily. 

Neutral values of transfer coefficients may be calculated from (3.27) 

and (3. 28) (with '1'11 = 'i>Hw = 0) given values of zo and ZHw, which in 

turn must be determined experimentally. Determination of values 

appropriate for Kwinana is described in Section 3.3. 4. 

3.1. 3 COMPUTING TURBULENT FLUXES FROH TRO-LEVEL TOHER HEASUREHENTS 

Continuous measurement of wind speed, temperature and humidity at two 

levels on a tower gives the minimum data set which will allow 

computation of stress, heat and moisture fluxes without some knowledge 
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of the surface properties. The major disadvantage of this procedure is 

its sensitivity to measurement errors at either level, Rhether due to 

calibration error or long-term drift. Small absolute errors (e.g. t 

0. 2°C) , acceptable for mean measurements, may be unacceptably large 

when computing differences of the parameters betReen the tRo levels. 

For continuous monitoring purposes, the procedure demands precision 

instrumentation and frequent calibration checks. Furthermore, Rith 

only two levels, no redundant information is available to check the 

applicability of the flux-profile theory. 

Measurement of humidity or a related parameter proved problematic in 

KAMS as it has for other research efforts (McKay, 19781. At no stage 

Ras continuous measurement of humidity at two levels contemplated. 

Measurement of wind speed and temperature at tRo levels was conducted 

at the Hope Valley Base Station on a research rather than routine 

basis. Hhilst Ha and • may be confidently estimated during fine 

weather, the effect of moisture flux on stability, described in (3.2), 

becomes important Rhen the surface is moist following precipitation. 

The purpose in computing H. and• from two-level toRer measurements in 

this project was to provide a check on the main method, 

described in Section 3.3. 

to be 

TRo methods of computing H. and, are described below; the first {A) 

using only tower data and the second {B) making use of a predetermined 

value of 20. 
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Method A 

Using two-level tower measurements, gradients of velocity and 

temperature may be calculated as indicated by Paulson (1970), e.g. for 

velocity: 

8U/8z =(U2 - Ud/C(z2zd 112 ln(z2/zt)l 

which holds at the geometric height 

( 3. 29) 

( 3. 30) 

where z2 > z1. Alternatively, the gradients may be calculated from 

formulae given by Hicks C 1976), (e.g. for velocity). 

8U/8z =(02 - U1)/(z2 -z,) 

which holds at the height 

z = < z 2 - z 1 ) / l n( z 2 / z 1 ) 

(3. 31) 

( 3. 32) 

This calculation is exact in neutral conditions and is accurate to 

± 6% over the usually encountered stability range. Neglecting moisture 

effects, the Richardson number appropriate to height z may then be 

calculated: 

g <:le/ 8z 
Ri = 

T( dU/ dZ) 2 
( 3. 33) 

From this, and the general relationship Ri = (z/L)( • H/ • n 2 ), L may be 

computed: 

L = z / Ri , ( Ri < 0) 

L = z( 1 - ixRi) /Ri, ( 0 5 Ri 5 0. 143) 

Ri = (z/L)/(8 - 4.25(z/L)- 1 + (z/L)- 21, (0.143 < Ri < 1.318) 

( 3. 34) 

( 3. 35) 

( 3. 36) 

These relations are readily derived from ( 3. 1), ( 3. 33), ( 3. 3), ( 3. 4), 

(3.9) to (3.11) and (3.14). For stabilities higher than z/L = 10, Ri = 

1.318 is constant. In other words, stabilities greater than z/L = 10 

cannot be resolved by an analysis of the Gradient Richardson No. 
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Given z/L and the previously calculated gradients of velocity and 

tempet'ature, u, and 8_, are calculated from < 3. 3) and ( 3. 4). H, and ,; 

then follow ft'om ( 3. 6) and < 3. 7). 

Measurement inaccuracies for Rind and temperature diffet'ences betReen 

the two levels are directly reflected in,; and H,. 

Method B 

If zo has been determined Rith some confidence, it may be used in the 

determination of ,; and H,.. As Rill be seen from the following, only 

one Rind speed measurement level is required, Rith an associated 

potential saving in capital and operating costs. 

Development of the "bulk" formulae used by this method is similar to 

that described in Section 3.1.2, but is set out in full for clarity. 

A bulk equation for sensible heat is Rritten as 

H. = - u,e. = pC,C" HU2< 02 - et> ( 3. 37) 

where C'H is a modified transfer coefficient to be defined later. 

Stress, as before, is given by 

,; = - PC0U2 2 
( 3. 3B) 

Equation (3.3) is integrated betReen zo and z2 (as in (3. 15)) to give 

( 3. 39) 
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Rher-e f ½2 1 

l:;o 
dr;, r; = z/L as befor-e. 

Similarly, (3.4) may be integrated betReen z1 and z2 to give 

f½2 1 - ~H(I'.;) 
wher-e 'l'H( l:;2, l:;1) = di:; 

½\ ½ 

In neutral conditions, ( 3. 37) to ( 3. 42) yield 

Under non-neutral conditions these same equations yield 

If, as is common, a Bulk Richardson Number is defined as 

it is readily shown that 

( 3. 40) 

(3. 41) 

( 3. 42) 

( 3. 43) 

( 3. 44) 

(3.47) 

( 3. 48) 

Equation (3.48) may be plotted and so used to obtain either estimates 

of z/L from measured Rie, or an empirical expression for z/L f(Riel. 

Alternatively, Ha, ~ and L may be determined by an iterative scheme 

similar to that described in Section 3. 1. 2. 

Berkowicz and Prahm (1982b) describe a flux calculation procedure 

which is similar to the above, although they report problems in 

obtaining an iterative solution in stable conditions. Use of Hicks' 
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(1976) and Carson and Richards' (1978) recommended forms of the ~ 

functions (see (3. 13) and (3.14)) avoids the iteration problem and 

gives a stable rapid solution for all values of z/L. 

The apparent advantages of Hethod 8 over Hethod A are as folloRs. 

Given the presence of measurement inaccuracies in wind speed and 

temperature, Rie can be determined Rith much greater confidence than 

Ri which has the term (U2 - U1)
2 in its denominator. Rhether Rie is 

used explicitly or implicitly (iterative scheme), the method is more 

stable, being sensitive to temperature difference inaccuracies alone. 

It does not suffer the error associated with calculating gradients in 

non-neutral conditions (albeit small) and, as stated above, requires 

only one wind measurement. The major disadvantage with Hethod 8 is in 

the uncertainty of the specification of zo (and hence Co and C'H). 

Roughness may possibly vary dynamically and may also vary with Rind 

direction, an effect which could be accounted for if correctly 

determined. Berkowicz and Prahm (1982b) have assessed the potential 

errors associated with two-level wind speed measurement and roughness 

length determination and have argued that, provided z2 > zo the 

latter error is likely to be much smaller. 

Comparative testing of the two methods using data from two separate 

daily cycles gave closely corresponding results, as expected. Method 8 

has been chosen as the standard method for comparison with alternative 

schemes, on the basis of the advantages described above. 
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3.2 HEAT BUDGET HETHODS EMPLOYING SURFACE RESISTANCE CONCEPTS 

The methods for turbulent flux calculation described thus far in this 

Chapter have relied on parameterization of the turbulent velocity, 

temperature and humidity fluctuations, and the associated turbulent 

fluxes, in terms of the mean components of each of these variables. 

Hence, for example, formulae for the heat flux e' w' have included mean 

velocities and temperatures. An evaluation of the heat budget in the 

surface layer of the atmosphere provides an additional item of 

information which may be utilized in determining the magnitude of 

turbulent heat fluxes. The heat budget may be expressed in the form: 

G - R + H, + HL = 0 ( 3. 49) 

where G is the ground heat flux, R is net {short-wave plus long-wave) 

radiation and HL is latent heat, given by 

( 3. 50) 

The parameter~ is the latent heat of vaporization. In (3.49), H, and 

HL are positive upward, while Rand Gare positive downward. 

The heat budget relation has been used in many different ways to 

develop computation schemes to suit various situations. For example, 

(3.49) may be re-expressed as 

HL = ( R -G) / ( 1 + IH 

where fl is the Bowen Ratio given by 

fl= H.IHL 

( 3. 51) 

( 3. 52) 

This ratio may be evaluated from the bulk aerodynamic formulae in 

(3.25) and (3. 26) rewritten here for convenience: 

H, = pCpCHU<eo - e,> 

HL = p~CwU{qo - Qz) 
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r1 

f I 

where subscripts O and z refer to the surface and a reference height 

respectively. Given the equality of CH and Cw indicated in Section 

3. 1. 2, the Bowen Ratio becomes 

B = r( 80 - 8z) /( qo - q.) ( 3. 55) 

Rhere r = c.1~. The temperature and humidity differences may in fact 

be taken betReen any tRo levels in the surface layer, given the 

similarity of the profiles of these tRo variables in the surface 

layer. It can be seen that the Bowen Ratio method provides a means of 

estimating latent (and hence also sensible 

requirement for Rind speed data. 

heat flux Rithout the 

An alternative well knoRn method for calculating heat fluxes is that 

of Penman (1948). This method employs an alternative combination of 

the heat budget and bulk aerodynamic formulae set out above, and is 

clearly explained by Rebb (1975). For a saturated surface, the Penman 

Equation takes the form: 

s r 
HL = --(R - G) + --~E. ( 3. 56) 

s+r s+r 

Rhere Ea= PCwU(qz' - qz). 

The parameter s is the slope of the saturation curve dq 1 /d8 at a 

temperature 8 midRay between 80 and 8z, and superscripts refers to 

saturated conditions. Rhereas the BoRen Ratio method avoids the need 

to measure Rind speed, the Penman equation provides an estimate of 

latent heat (and hence also evaporation and sensible heat) from mean 

meteorological measurements at a single height. The Penman Equation 

still includes explicit dependence on the surface conditions via the 

transfer coefficient Cw, which is a function of surface roughness and 

atmospheric stability, as per (3.27). 

-41-



If the surface is not saturated, then the Penman Equation becomes: 

s r 
HL = --( R - G) + --( ?-.Ea - ?-.Ea O) ( 3. 57) 

s+r s+r 

where Eao = pCwU(qo' - qo). 

This formula is noft explicitly dependent on specific humidity at tfto 

levels, one being the surface. Specific humidity at the surface is 

obviously not a routinely measured parameter, and so researchers have 

tended to search for alternative parameterizations of the term Eao. 

The most ftidely accepted approach, also described by Rebb (1975), is 

to define a surface resistance parameter, r,, which is designed to 

provide a measure of the resistance to the transfer of vapour through 

the surface. The surface may be a combination of vegetation and bare 

earth. By definition, 

E = p( qo • - qo) / r, ( 3. 58) 

For convenience, an atmospheric resistance parameter ra is also 

defined by 

E = p( Qo - Qz) / ra ( 3. 59) 

which, from ( 3. 54), means that ra = 1 /( CwU). Penman's Equation may 

then be re-expressed as: 

HL = Cs( R - G) + r?-.E. l /Cs + r< 1 + r, /ra) l < 3. 60) 

The problem noft reduces to one of evaluating r,. Some of the necessary 

considerations and approaches followed in evaluating r, are summarized 

below. 

Host work which has employed the surface resistance formulation has 

been directed toftards studying evapotranspiration from crops, forests 

or other types of vegetation (Monteith, 1973; Raupach and Thom, 1981). 
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Evapotranspiration predictions are required for a variety of reasons, 

including agricultural and forestry research, and as an input to 

mesoscale or global atmospheric models. The concept of surface 

resistance is meaningful when considering the transfer of water vapour 

through leaf stomata, which open and close to regulate the rate of 

vapour transpiration in response to various stresses on the 

vegetation. External stresses which are known to affect the 

transpiration rate are: 

Ci) degree of saturation of the soil in the root zone of the plant, 

which is in turn dependent on the history of rainfall, drainage 

and solar drying of the soil; 

Cii) level of global radiation. 

in the absence of sunlight; 

Ciii)ambient temperature; 

(iv) presence of dew. 

Stomata are generally closed at night 

Many attempts to parameterize r, in terms of these stresses are 

reported in the scientific literature, varying widely in their degree 

of empiricism Smith and Blackall (1979) present a coarse 

categorization scheme for r, (which varies over the enormous range of 

0 4000) derived by matching Monteith's (1973) formula with 

independent estimates of heat fluxes. Berkowicz and Prahm (1982a) 

propose a simple empirical formulation for r, which incorporates an 

intriguing mixture of diagnostic variables. At the other end of the 

scale, Deardorff (1978) presents an elaborate, complicated computation 

scheme for r, and other terms in the heat and moisture budgets within 

a layer of vegetation. This scheme has subsequently been incorporated 

in a mesoscale numerical model described by Mccumber (1980). In 

summary, it is apparent that the response of vegetation to the various 
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external stresses is very complex and will be the subject of much 

further study before any generalized, widely accepted 

parameterizations of r, appear. 

Despite the high degree of uncertainty about how to estimate r, and 

the cumbersome nature of computation schemes, the surface resistance 

method still retains its attraction for many applications. For 

example, if mesoscale or regional predictions of turbulent surface 

fluxes are required, it is obvious that one or a few local 

measurements or predictions of these fluxes would not be 

representative, particularly if the density of vegetation cover varies 

across the region of interest. In this situation one would seek a 

spatial description of surface fluxes based on information about the 

spatial distribution of vegetation, water bodies, etc. The surface 

resistance method lends itself to this type of investigation. For 

example, the method is embodied in a study by Carlson et al. (1981) in 

which infrared satellite temperature measurements were used to 

determine the distribution of surface heat and moisture fluxes over 

urban and country areas. 

The applicability of the surface resistance method to a local 

atmospheric dispersion study in a region of dense vegetation is less 

clear however. These types of studies generally employ a number of 

monitoring stations at representative locations, complete with data 

acquisition equipment. Therefore, the application of one of the 

measurement techniques (e.g. tower profiles, eddy correlation) may 

prove more viable, both in terms of ease of implementation and quality 

of results, than the application of a scheme for estimating r,. The 
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requirement in air quality studies of short term accurate estimates of 

turbulent fluxes over dense vegetation is thought to be stretching the 

limits of the capability of the surface resistance method. And, if the 

heat budget concept is to be applied in this context, there is no 

current alternative to a complex paramaterization scheme for r,. 

At this juncture it is necessary to introduce a significant yet 

justifiable limitation to the scope of this aspect of the current 

Study, the need for which became apparent during the review of methods 

for estimating surface turbulent fluxes. 

It was recognised that, although the heat budget method Ras not 

clearly viable for densely vegetated regions, it could be applied in a 

simplified form to sparsely vegetated areas. Along the south Rest 

coast of Restern Australia, areas adjacent to the coast (such as 

Kwinana) are characterised by sandy soils and sparse scrubby 

vegetation which is shalloR rooted. Consequently the transpiration 

rates are likely to be strongly correlated and in phase with soil 

surface moisture and so may be modelled as a simple amplification of 

soil evaporation. Based on this assumption, the need for coreplicated 

schemes for estimating r, can be avoided, Rith attention being limited 

to describing evaporation from the soil. 

Apart from the coastal plain in the south west, the bulk of the State 

could be described as sparsely vegetated relative to the forest areas 

of the south west. Huch of this sparse vegetation regulates its 

transpiration rate so that it can survive the dry seasons. Therefore 

the above assumption is thought to hold as a good approximation for 
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the bulk of the State. This assumption would lose validity in areas 

with a significant density of large trees which tap into groundwater 

aquifers and do not regulate their stomatal resistance in dryer 

periods. 

In view of the above, and in the light of the Study objectives spelled 

out in Chapter 1, development of methods for estimating turbulent 

fluxes from routinely available meteorological data was limited in 

application to areas of sparse vegetation. This limitation amounts to 

a recognition that the complications imposed by dense vegetation rule 

out a simple approach employing routine data. The limitation applies 

to surface flux determination only; it does not limit the 

applicability of the components of air dispersion modelling to be 

described in forthcoming Chapters. 

Vapour loss from the soil is generally considered as a component of 

the total evaporation which is accounted for aithin the surface 

resistance method. In the limit of sparse or no vegetation this 

approach requires description of r, related to the soil properties and 

behaviour only. At this point it should be recognised that, whereas 

surface resistance is a meaningful concept Rhen considering the 

behaviour of leaf stomata, it does not have a corresponding tangible 

meaning when applied to soil. Rhat is in fact meaningful is the 

recognition that the evaporation rate is directly dependent on the 

level of saturation of the soil surface, as reflected in the surface 

specific humidity qo. Introducing r, only serves to cloud the issue. 

This point is illustrated by the discussions of Rebb (1984), Berkowicz 

and Prahm (1982a) and Smith and Blackall (1979) where the dependence 
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of r, on the state of soil dryness is seemingly rediscovered from 

field data. DeHeer-Amissah et al. (1981) make the astounding 

observation that "there is also some indication that r, decreases 

rapidly soon after rainfall". 

Another aspect of the surface resistance method which gives cause for 

concern is the practice of closing the equation set by parameterizing 

the soil heat flux in terms of one of the other heat budget 

components. A common method, as used by DeHeer-Amissah et al. (1981), 

is to apply a relationship between soil heat flux G and net radiation 

R. Others, such as Berkowicz and Prahm (1982a) seek a relationship 

between G and sensible heat flux H •. Van Ulden and Holtslag adopt a 

curious approach in which G is assumed to be proportional to (80 - 8,) 

(i.e. proportional to H,), which is in turn assumed to be proportional 

to R. (It may also be noted here that the use by these authors of an 

adjustable coefficient, a, to account for the effect of surface 

moisture on H, is of little practical value since no generally 

applicable means of determining a is provided, nor is such likely to 

exist.) Deardorff' s (1978) comment in regard to these types of methods 

is very relevant; 

since the negative soil heat flux equals the sum of all the 

atmospheric fluxes (as stated by the surface energy balance 

equation), any assumption that it is proportional to any 

particular component, or partial set of such components, seems 

dangerously nongeneral." 

Even if such proportionality can be demonstrated to exist for the bulk 

of averaged data for a particular location, it will certainly not 
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exist for short term averages (e.g. 10 minutes - ~ hour) during 

transition periods around sunrise and sunset. For example, there is a 

period of a few hours around sunset after a hot day Rhen strong 

positive values of R, will accompany negative values of G. The 

converse Rill be true after dawn folloRing a cold cloudless night. 

These transition periods (particularly in the morning Rith a radiation 

inversion present> are very important in terms of pollution potential 

and so require accurate description. The transitional cooling of the 

ground close to the coast following the onset of a sea breeze is 

another case in point. 

To summarise, the flux computation procedure ideally required for 

sparsely vegetated areas is one which employs a direct approach for 

calculating evaporation from the soil (i.e. avoids the surface 

resistance concept) and which employs a refined closure method for the 

equation set to enable the accurate calculation of fluxes necessary to 

compute atmospheric dispersion. 
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3. 3 A HEAT BUDGET HODEL BASED ON SURFACE TEMPERATURE AND MOISTURE 

SI HULA TI ON 

The concept of a heat budget in the atmospheric surface layer can be 

ultilised along lines which differ from its conventional application 

to generate a model of surface turbulent fluxes which is more suited 

to the application of dispersion modelling. The important features of 

the model described in this Section are: 

( i) surface temperature and humidity are directly computed, negating 

the need for a surface resistance parameter; 

Cii) closure of the equation set is performed without the need for 

empirical relationships between terms in the heat budget 

equation; 

(iii) the effects of atmospheric stability on turbulent fluxes is 

included; 

(iv) short term (e.g. 10 minute) averages of fluxes and stability may 

be efficiently computed over extended periods (e.g. year) 

providing output data ideally suited to the application of 

dispersion modelling. 

The model is an adaption of that proposed by Deardorff (1978) which 

has been successfully applied in local scale planetary boundary layer 

models ( Hoffert and Storch, 1979, Binkowski, 1983) and is also 

suitable for application in mesoscale numerical models. Apart from the 

relative simplicity of the model formulation (which conforms with 

theory presented thus far in this chapter) the main justification for 

adopting the model is its high level of skill in simulating 

experimental observations, as will be described in Section 3. 4. 
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3.3. 1 GROUND TEHPERATURE SIHULATION AND SENSIBLE HEAT TRANSFER 

Deardorff (1978) compares several parameterizations of the soil 

surface temperature Tu against an accurate multi-layer soil model, and 

concludes that the method of Blackadar (1976) is superior. This method 

computes Tu via the equation 

(3.61) 

where o is the earth's angular frequency (7. 27 x 10 -,s-l) and Td is 

a deep soil temperature ( defined later). c. is defined as 

c. = (2p,c,:i-.10> 1
'

2 (3.62) 

where P, is soil density, c, is soil specific heat and :i-, is soil heat 

conductivity. These parameters show strong dependence on soil 

moisture. Deardorff ( 1978), HcCumber and Pielke ( 1981) and Binkowski 

(1983) present alternative empirical estimates of this dependence. The 

product (p,c,:i-,/0) 112 is called the thermal inertia, and may be 

thought of as the resistance of a material to a change in temperature. 

Equation (3.61) is called a force-restore equation; the first term on 

the right hand side represents the forced heating or cooling, while 

the second term tends to restore the surface temperature to that of 

the soil at depth. Hoffert and Storch (1979) provide a derivation or 

this equation. 

Td, the deep or mean soil temperature may be estimated from an 

integral formulation based on the penetration depth of the annual 

thermal Rave, 

8Td/8t = G/C4 

where Cd = (2TI. 365) 112 C, 
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Given the above estimate of T9 , sensible heat is calculated via (3. 25) 

Rhere 0 0 is a combination of soil, grass and leaf temperatures, as 

assumed by Garratt (1978b). He utilized an expression of the form 

C8o - 8) = lh<To - 8) + lh<Tvr - 8) + lhCT1 - 8) (3.64) 

where subscripts gr and l indicate grass and leaves. The coefficients 

B, to flJ account for the relative surface area and external resistance 

to heat transfer of the three surface components. In the absence of 

radiometric measurements or representative fl coefficients, it is 

necessary to assume that the effective surface temperature deviation 

is proportional to the ground surface temperature deviation, i.e. 

C 80 - 8) = fl' { T11 - 8) ( 3. 65) 

The single coefficient fl' accounts for patchy shading of the soil and 

for the limited heat transfer from vegetation. Equation {3.65) is 

consistent Rith {3.64) if the temperature deviation of each component 

is in proportion to the soil temperature deviation. 

3. 3. 2 GROUND MOISTURE SIMULATION AND EVAPORATION 

The moisture content of surface soil may vary between dry and 

saturated states and may change very quickly under the influence of 

evaporation or precipitation. Latent heat loss associated with 

evaporation may vary from an insignificant contribution to the heat 

budget (dry surface conditions) to being the dominant cooling 

mechanism (moist surface conditions). In vieR of the importance of 

surface moisture, Deardorff {1978) defines a moisture parameter, R, 

being the volume fraction of soil moisture {or depth of liquid/depth 

soil) and provides relations similar to those for surface temperature: 
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(3.66) 

<:lRdl<h = - ( E - P)/( Pwd2) ( 3. 67) 

where Pis the precipitation rate and Pw is the density of Rater. The 

parameters d1 and d2 represent the depth to Rhich the diurnal and 

annual moisture cycles respectively extend, with Rd being the average 

moisture content over the depth d2. The coefficients c, and C2, 

together with dt and d2, need to be evaluated for a particular soil 

type. The parameter "••• is the maximum possible soil moisture 

content, above which run-off occurs. 

In order to relate evaporation rate to soil surface moisture content, 

Deardorff postulates a modified bulk aerodynamic relationship 

E = pCwUa:Cq.(T 9 ) - qJ ( 3. 68) 

where a:= min(1, w9 /Wk) 

Here, "" is that value, less than Raax at which the soil surface may 

be considered saturated (i.e.qo = q 1 (T11), where superscript s 

indicates saturation). Comparing (3.68) and (3. 26) it is apparent that 

qo = a:q 1 (T 9 ) + (1 - tt)q ( 3. 69) 

3.3. 3 RADIATIVE TRANSFERS 

Varying levels of sophistication could be used in describing the 

components of radiation in the surface energy budget. The approach 

used here is tailored for the modelling philosophy described in 

Chapter 1, although some general principles are apparent. 

From an inspection of (3.49) it may appear that a direct measure of 
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net r-adiation is the sole r-equir-ement. In pr-actice hoRever-, ther-e ar-e 

significant problems Rith the use of measured net radiation: 

(i) calculation rather than measurement of outgoing long-wave is 

prefer-able to provide feedback within the numerical computation 

of T;; 

(ii) it is difficult to find a location for a net radiometer over- a 

surface ar-ea Rhich may be classed as r-epresentative of the 

sur-roundings, particularly in the vicinity of an air quality 

monitoring station Rher-e the sur-face is usually highly disturbed; 

(iii) birds (at least the Restern Australian variety) delight in 

pecking holes in the polythene dome on the net r-adiometer. This 

proved to be a serious problem in KAHS. 

Hence, although measurement of net r-adiation is strongly r-ecommended, 

alternative methods for measuring or- estimating the radiative 

components of the total balance are required. 

Global r-adiation, being the sum of the direct and diffuse solar 

short-wave components, is a readily measured parameter and so its 

computation is not warranted, except perhaps to fill patches of 

missing data. Paltridge (1974), Davies et al. (1975) and Kahle (1977), 

for example, provide var-ious methods for computing global radiation if 

required. Each method r-equires information on the scatter-ing 

proper-ties of the atmosphere and, importantly, the amount and type of 

cloud present. Lyons and Edwards (1981) have evaluated the method of 

Davies et al. (1975) and have found it to be capable of predicting 

daily global irradiation in Restern Australia to within 15% of 

measurements. 
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A sizable proportion of the short-wave radiation is reflected from 

the surface. The surface short-nave reflectivity or albedo A is a 

function of surface type, surface moisture content, solar altitude and 

other factors, and also varies over different wave-lengths. 

and Platt ( 1976) provide a simplified relation 

A = A , + ( 1 - A ,> exp[ - K ( 9 0 ° - a) l 

Paltridge 

( 3. 70) 

where K z 0. 1 and A, is the albedo for high solar elevations (i.e. 

near local noon). The solar altitude, a, is determined from 

sin a= sin$ sin 6 +cos$ cos 6 cos h (3.71) 

where ~ is the latitude, 6 is the declination of the sun and his the 

local hour angle of the sun. Further definition of terms is provided 

in Appendix A. Various values of At for different surface types are 

provided by Paltridge and Platt. 

Long-wave radiation is emitted by the ground surface and other objects 

in the range 6µ to 100µ for normal ambient temperatures. 

calculated from the Stefan - Boltzmann Law 

QLo = t:O'T11
4 

It may be 

( 3. 72) 

where e is the surface emissivity and O' is the Stefan-Boltzmann 

constant ( O' = 2. 0411 x 1 o- 7 kJ/m2 hr J:: 4 ) . Paltridge and Platt 

provide a table of e for different surface types. If vegetation 

accounts for a significant fraction of the surface area then a surface 

area- neighted value of T4 is required. 

Long-wave radiation emitted by atmospheric Rater vapour and carbon 

dioxide is the last component of radiation to be considered. For the 

purposes of modelling it is most often calculated from a formula which 
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explicitly or implicitly includes the atmospheric water vapour 

content. The TVA (1972) evaluated alternative formulae and selected 

that of Swinbank ( 1963) for clear skies: 

Qu = 5.31 x 10- 14 T0 (mR cm- 2
) (3.73) 

where Tis the absolute air temperature at normal measurement height. 

Paltridge (1970) provides estimates of the errors arising from the use 

of this formula; his graphs are reproduced below in Figure 3. 1 and may 

be used to apply a correction to calculation if additional accuracy is 

required. 

Equation (3. 73) must be modified to include additional radiation from 

clouds, which reaches the surface through the atmospheric "windoR" 

between the wave-lengths of au and 14u. Since 70% of black body 

radiation at ambient temperatures lies outside this range, the 

contribution of clouds may be written as (1 0.7)ec<7Tc 4 cc, where 

subscript c refers to clouds and cc is the fraction of cloud cover 

over the total sky. 

Paltridge (1970) found that for Aspendale the contribution for total 

cloud is approximately constant at 6 ± 0.5 mR cm- 2
, so for partial 

cloud, {1-0.7)ec<7Tc 4 cc :::: 6.0cc. Alternately, the TVA (1972) accounts 

for the varying contribution of clouds dependent on their position in 

the sky (i.e. a lesser contribution for clouds near the horizon) by 

introducing the factor { 1 + 0. 17 cc 2 > into { 3. 73), which is used here. 

Rhichever method is used to include cloud effects into (3.73), the 

problem remains to routinely estimate the cloud cover. It would be 

attractive in concept to estimate cloud cover from the measured 
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fluctuation of global r-adiation. HoRever-, Rhilst dir-ect solar-

r-adiation is simply r-elated to cloud cover- (i.e. dir-ect r-adiation is 

obscur-ed by cloud) diffuse shor-twave r-adiation is r-elated to cloud 

cover- in a complicated Ray Rhich is not Rell under-stood. It is notable 

that Paltr-idge and Pr-actor- (1976) use calculations of dir-ect and 

global r-adiation to infer- diffuse radiation under cloudy skies. Hence, 

it seems impractical to extract cloud information from global 

r-adiation measurements alone. Figur-e 3.2 shoRs the complicated 

behaviour- of measured global radiation under partially cloudy skies. 

Of particular inter-est are the peaks extending Rell above the 

super-imposed clear-sky curve, indicating the enhancement of diffuse 

radiation by clouds. 
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Even if global radiation measurements could yield cloud information it 

would be of no use at night, which is the most important period for 

cloud effects. Although 6 mR cm- 2 is small compared to the other 

long-wave contributions from (3. 72) and (3. 73), it is significant in 

the calculation of net long-wave radiation and may well prevent the 

formation of a night-time radiation inversion. The best means of 

estimating incoming long-wave radiation at all times appears to be 

direct measurement. This may be achieved by one of two methods: 

(i) direct measurement by a pyrgeometer 

(ii) fitting a black cavity shield to the lower face of a net 

radiometer and measuring the net radiometer output, cavity 

temperature and incoming short-wave radiation Qs1 with another 

radiometer. QL1 then follows from 

QLI = OUTPUT - Qs1 + crT 4
cavlty ( 3. 74) 

As an alternative to direct measurement of long-wave radiation, use 

can be made of cloud observations from meteorological offices or 

airports. In Australia, these take the form of three hourly 

observations of cloud height, type and fraction of sky covered. 

3.3. 4 HODEL INPUT DATA AND COEFFICIENTS 

The meteorological Base Stations at Rattleup and Hope Valley provided 

the basic meteorological input data for the model in the form of 

accurate ten minute scalar averages. The relevant items of data for 

this model were wind speed, air temperature and dew point temperature 

measured at ten metres height, and global radiation. 
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Rainfall Ras not monitored at either meteorological Base Station 

during KAMS. Instead, pluviograph records for the entire period Rere 

obtained from Murdoch University and digitised to give a file of 

rainfall for each hour of the day { in tenths of a millimetre). Murdoch 

University is approximately 15 km NNE of Kninana and 8 km inland from 

the coast (which runs approximately north/south). The model accessed 

the appropriate hourly values at the start of each timestep, and 

computed a precipitation rate. 

Since no continuous measurements of incoming long-nave radiation were 

available, it Ras necessary to obtain cloud data for Perth Airport 

from the Commonnealth Bureau of Meteorology, in order to compute 

incoming long-wave radiation. Perth Airport is approximately 35 km NE 

of Kwinana and 20 km inland. The three hourly observations Rere taken 

to hold for the 90 minutes either side of the observation time. 

Atmospheric pressure data are similarly treated. 

Table 3. 1 lists the various coefficients and physical constants from 

the foregoing equations, together Rith chosen values and the sources 

of these values. Some of these chosen values are discussed below. 

No attempt Ras made during the Study to analyse the soil from Kwinana 

to determine p,, c, and}.,, so giving Ca for (3.61). Characterising 

soil types in this State is an important area of future Rork if this 

methodology is to be pursued. For the present Study, a representative 

value of c, for the sand coastal plain was inferred from the data on 

various soil types given by Deardorff (1978). 

( 3. 63) folloRs directly from this choice. 
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Param. Value Source 

Cs 1.0 X 10 5 J m-2 K-1 Deardorff ( 1978) 

Cd 4.8 X 10 6 J m-2 K - 1 II 

C1 (see text) II 

C2 0.9 ti 

d 1 0. 1 m II 

d2 0.5 m II 

wk 0.3 ti 

Wmax 0.4 II 

A1 0.2 Pal tridge and Platt (197 6) 

£ 0.93 ti 

CON 8.0 X 1·0- 3 Karns fieldwork 

CHN 5.0 X 10- 3 and Garratt (1978b) 

s' 0. 7 II 

St 7.27 x 10- 5 s- 1 

Pw 1000. kg m- 3 

cP 1010 J kg-1 K-1 

Le 2445 kJ kg- 1 

g 9.81 m s-2 

k 0.41 

TABLE 3 .1 Values of model coefficients and physical 

constants 
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Similarly, no information on local soil moisture characteristics Ras 

available or easily obtainable, so the scanty information provided by 

Deardorff ( 1978) Ras again utilized, giving the values of C2, dt, d2, 

'lh and Reu in Table 3. 1. The value of Ct is obtained from the 

following expressions provided by Deardorff: 

Ct = 0. 5, Rg/Raax?: 0.75 

Ct= 14 - 22.5((Rg/Ru,) - 0.15], 0.15 ( R11/Raax ( 0. 75 

Ct = 14, 

The 27 metre tower at Hope Valley was equipped with three sensitive 

cup anemometers at logarithmic height intervals for the purpose of 

estimating displacement height D and roughness length zo. Following 

Paulson's ( 1970) method, D was found to be zero, and the roughness 

length and the ten metre drag coefficient were determined to be 10 cm 

and 8. 0 x 10- 3 respectively. Using Garratt' s { 1978b) relationship of 

zolZH = 12 gives ZH = 0. 008, which in turn gives CHN = 5. 0 x 10- 3 • 

It is necessary to quantify the coefficient fi' in ( 3. 65) accounting 

for the area covered by vegetation which has different heat transfer 

characteristics. Site inspection, intuition and model testing has led 

to the plausible value fi' = 0.7. Further work involving radiometric 

temperature measurements of the various surfaces is required. 

3.3. 5 STRUCTURE OF THE COHPUTER HODEL 

A floR diagram of the model is provided in Appendix B. A brief 

description of the main features follows. 
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The solution of the equations describing turbulent fluxes and the 

evolution of ground temperature and moisture is synchronised to the 10 

minute meteorological data, producing output results at the end of 

each 10 minute period. The integration scheme employed is a fourth 

order Runge Kutta scheme which computes relative accuracy of 

integration via a fifth step and uses this test to govern its own 

timestep halving or doubling procedure. 

Soil heat flux G and evaporation E are required to evaluate the 

differential equations. These may be determined: 

(al prior to the start of an integration step, using Tu and Ru from 

the previous timestep (as was done by Hoffert and Storch (1979)); 

( bl immediately prior to each Runge Kutta step, 

recently integrated values of Tu and wu; 

using the most 

Method (b) could be described as fully implicit except for the use of 

averaged meteorological data rather than instantaneous values. This 

method is recommended as T9 and w9 may vary markedly even over 10 

minutes; hence method (a) would incur errors in flux computation. 

Additional computer run time for method (bl is minimal (~10% extra). 

The iterative method of computing turbulent fluxes, outlined in 

Section 3. 1. 2, is ideally suited to continuous simulations like the 

present exercise. On the first calculation cycle, neutral transfer 

coefficients CoN and CHwN are read in and corrected for measurement 

height if necessary, then the stability dependent transfer 

coefficients are initialised to their neutral values. On subsequent 

calculation cycles, the fluxes are first calculated via (3. 24), (3.25) 
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and (3. 68) using the stability dependent transfer coefficients from 

the previous cycle. These fluxes ar:-e then used in { 3. 2) to evaluate 

z/L,(z = 10m) which is compared to the final z/L fr:-om the previous 

cycle to deter:-mine whether a "significant" {to be specified) change in 

stability has occurred. If so, the value of z/L is set to the current 

value, the transfer coefficients are corrected via (3. 271 and (3. 28), 

and the above process r:-epeated iteratively until z/L converges 

satisfactorily. If z/L has not varied significantly (i.e. steady state 

conditions), control transfers immediately to final calculations of 

HL, u., QLo and G. In this way, the lengthy calculations associated 

with (3.27) and (3. 28) are avoided, resulting in rapid execution. 

Rhere iteration does occur, convergence usually occurs in one or two 

steps. This method is therefore preferred over that of Hoffert and 

Storch (19791 in which the complicated flux-profile relationships are 

solved at each timestep, and information from previous timesteps is 

neglected. In the current method, execution time can be reduced at the 

expense of precision by relaxing the convergence criterion for z/L. 

Integration proceeds until the end of the 10 minute per:-iod is reached. 

The turbulent fluxes are evaluated one last time to utilize the final 

values of T11, Td, Ru and Rd. Results of the solution are then written 

to output files prior to the start of a new timestep. The main output 

file for:- use in dispersion models etc. has the form: 

DATE DAY TIME Rv, u., 10/L, Tv, 8, U, direction, sigma 

Rhere Hv is the virtual heat flux defined as 

Rv = Hs + 0.61Cp{8 + 2731E ( 3. 75) 

Other:- output files may be optionally produced to show the balance of 

heat fluxes and the evolution of other parameters. 
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3.4 EVALUATION OF THE HEAT BUDGET HODEL 

3.4. 1 COMPARISON OF THE HEAT BUDGET AND PROFILE METHODS 

Results of heat budget model have been compared against estimates of 

turbulent fluxes from the toRer profile measurements and other 

monitoring results for three field experiment days during KAHS; 

13/12/79, 31/1/80 and 29/10/80. The 13/12/79 experiment Ras an 

abortive tracer experiment Rhich nevertheless provided valuable 

surface meteorological data. 

For the purposes of the following discussion the heat budget and 

profile methods will be called SOIL and HVFLUX respectively, which 

were their assigned program names. HVFLUX is Method B described in 

Section 3. 4. 1. 

Output from SOIL and HVFLUX is presented in plotted form in Figure 

3.3(a) to (f). SOIL results appear as full lines throughout. For each 

experimental day there are four plots labelled (a) to Cd) showing: 

(a) modelled R. from SOIL and H, from the tRo - level 

measurements via HVFLUX (dashed line), 

tower 

(b) modelled net radiation from SOIL and net radiation measured at 

the Hope Valley Base Station (dashed line), 

Cc) stability z/L at z = 10m, determined by SOIL and HVFLUX 

(dashed line), 

(d) modelled surface ground temperature T9 from SOIL, with actual 

measured values plotted as crosses. 
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The most important output parameter is H, (or Hv in Ret conditions) as 

this largely determines the state of turbulence in the planetary 

boundary layer Rithin Rhich industrial plumes disperse. The heat 

budget computation in the model ensures that the prediction of H. + HL 

is very stable, e.g. it varies little with even large changes in the 

model coefficients. Other model outputs like Tg, u. and hence also L 

are not similarly constrained and therefore show greater sensitivity 

to variations in model coefficients. 

The apparent variability of H, during daytime for all periods is 

consistent Rith the expected spatial variability of convective 

turbulence, but is over-enhanced by the method of computation in 

HVFLUX. In HVFLUX, a neR independent estimate of Ri (and hence z/L) is 

computed for each 10 minute period giving a neR CH value. Hence the 

effect of short term peaks in (82 - 81) are magnified in H,. Spatial 

or temporal averaging of Ri Rould provide a much smoother result. 

Viewed overall, hoRever the comparison between the SOIL and HVFLUI 

values of H, is fairly good. The shapes of the diurnal curves compare 

Rell on the 13/12/79, when fresh synoptic south-westerlies bleR all 

day. The uncertainty in H, from the HVFLUX profile method is at least 

as large as the apparent difference in results on that day, Results 

from the 29/10/80 show a clear drop in the HVFLUX value of a. 

following the onset of a sea breeze just prior to noon. The ground 

temperature measurements also indicate that the rate of heat removal 

from the ground is not as high as indicated by SOIL, even though 

strong cooling would be expected under the cool sea breeze. It appears 

that heat transfer in sea breeze flows is less than that indicated by 

the ground/air temperature difference, presumably because the surface 
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layer profiles of mean temperature and Rind have not reached 

equilibrium over the Hope Valley Base Station. If this is so, it would 

follow that the HVFLUX estimates of B, (determined from measurements 

above 10 m) would be under-predicted, compared with the SOIL results 

being over-predicted. This problem was not anticipated given that the 

minimum fetch/height ratio (at the top of the tower) is approximately 

100 in westerly winds, and is generally much larger. Peterson (1969) 

indicates that fetch/height ratios of 100 or more should ensure 

equilibrium conditions. The problem warrants a detailed 

micrometeorological investigation which is beyond the scope of this 

Study. 

Net radiation figures are strongly dominated by the solar components 

during the day, but comparison of measured and modelled values 

provides, at all times, a che~k on the model's ground temperature 

simulation. The best results obtained are for the morning of 29/10/80 

during which time surface (top millimetre or so) ground temperature 

was accurately measured. Minds were from the north east up to 1000 m 

height and hence the turbulence in the growing mixed layer was well 

developed, with no major upwind horizontal inhomogenieties. The 

results indicate that the model is clearly capable of simulating the 

ground temperature under these conditions. Analysis of the observed 

inversion erosion described in Chapter 4 supports the estimates of H, 

from the model, which in turn agrees roughly with the tower estimates. 

The measured soil temperature values on 13/12/79 and 31/1/80 have been 

included not for direct comparison but rather to illustrate a point. 

These values were measured at a radiosonde release point 3 km inland 
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from the Hope Valley Base Station and Rith a greater doRnRind fetch in 

the sea breeze of at least 6 km. Observations on 31/1/80 indicated 

that: 

(i) the sea breeze reached Hope Valley approximately 30 minutes 

before the radiosonde site; 

(ii) ambient air temperatures were 3° to 4°C higher at the radiosonde 

site between 1200 and 1500; 

(iii) Rind speeds were up to 30 per cent lower at the radiosonde site 

for the same period. 

Although the south-westerly winds were Rell established on 13/12/79, 

similar air temperature and Rind speed differences were present 

between the two sites. The large difference between modelled and 

measured (radiosonde site) ground temperatures is therefore to be 

expected and it is clearly not correct to assume horizontal uniformity 

of Tv, as does Venkatram (1977) for computing the growth of thermal 

internal boundary layers. Nevertheless, the net radiation plots 

indicate that the modelled ground temperature at Hope Valley is 

somewhat low, consistent with the foregoing conclusion that SOIL 

over-estimates H, in sea breezes and other onshore flows. 

Daytime computations of stability (10/L) compare favourably with those 

from the tower, indicating that momentum flux pu. 2 is also modelled 

successfully. 

The usefulness of the Perth Airport cloud observations for computing 

incoming longwave is seen on the evening of 13/12/79. The heat fluxes 

computed and calculated for this evening are very small; a feature of 

cloudy nights. 
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On both the evening of the 31/1/80 and the morning of the 29/10/80 

prior to sunrise, the computed negative net radiation is slightly too 

small. ffhilst a number of factors may influence the computed net 

radiation, the only two significant potential causes for the observed 

under-prediction are: 

( i) Ca too low, 

(ii) QLx too large. 

A loR value of c. would result in a low predicted T9 with an 

associated reduction in outgoing long-wave radiation leading to the 

observed under-prediction. A large value of calculated QLx would 

directly cause the observed under-prediction. However, whilst both 

potential causes would affect net radiation in the same sense, they 

would affect predicted atmospheric stability in contrasting senses; 

( i) would lead to over-prediction of z/L 

(ii) Rould lead to under-prediction of z/L 

Although the night-time estimates of 10/L for both experimental 

periods shoR some variations between SOIL and HVFLUI predictions, 

there is no consistent bias nhich would support either Ci) or (ii). 

Overall, the prediction of all parameters (including net radiation) 

over the night periods are considered satisfactory. 

It is interesting to discover that, for given values of e, c. and 

cloud amount, night-time Ha is quite stable and insensitive to the 

value of CHN This comes about because, in stable conditions, CH is 

reduced markedly by very small changes in (8 - 80) and so varies over 

a large range. Two differing values for CHM may reduce to the same CH 

in stable conditions for virtually the same value of (8 - 80) (i.e. 
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the same Tgl. Both (8 - 8ol and H. Rill therefore be determined almost 

solely by the balance of terms in the heat budget. 

Field measurements need to be conducted in order to determine all of 

the model coefficients in Table 3. 1 prior to the model being used in 

regulatory applications. No assessment of the accuracy of the model's 

soil moisture simulation has been possible, as no data are available 

for comparison. The simulation described in the next Section gives 

reason for some confidence however. 

3. 4. 2 A SAMPLE HODEL SIMULATION INCLUDING RAINFALL 

A sample run of three days in August 1980, including twelve hours of 

rain, is presented in plotted form in Figure 3. 4(a) and Cb), and it 

serves to illustrate the importance of accounting for soil moisture. 

The first day, 8/8/80, is reasonably sunny for a winter's day (see the 

net radiation curve); hence the ground temperature rises appreciably 

and the upward sensible heat H. dominates over the latent heat HL. 

Murdoch University records indicated that twenty five millimetres of 

rain fell in the eleven hours commencing at 0100 on the 9/8/80 with 

the heaviest falls following the passage of a cold front at 0300 (see 

the air temperature trace) . The model response is very credible. The 

soil moisture content Wk rises rapidly above the saturation level 

following the onset of heavy rain. Evaporation is inhibited by high 

humidity and so HL remains small. The sudden drop in air temperature 

results in a short period of unstable conditions (positive H,l during 

which time the ground cools rapidly. Net radiation shows the presence 

of total cloud cover prior to sunrise and the stability during this 
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period is very close to neutral. During the daylight hours of 

9/8/80, the loss of latent heat exceeds the incoming net radiation 

resulting in negative R, and a T9 estimate which stays low all day. 

After the rain ceases, the soil starts to dry out in a reasonable 

fashion, with only a slight increase in soil moisture associated with 

0. 4 mm of rain on the 10/8/80. The surface drying rate has not been 

verified for Kwinana soil types. During the daylight hours of the 

10/8/80, latent heat loss is less than the previous day (due to lower 

surface moisture) so that R, becomes positive after 0900. 

The two plots in Figure 3. 4(b) show wind speed and friction velocity 

U• (amplified ten times), both of Rhich are moderately high over the 

three days, and also the stability 10/L over the three days. The 

absolute values of 10/L are generally lon, due to seasonal effects and 

to the moderately high values of u •. However the diurnal patterns of 

stability are representative and important. On the 8/8/80 there is a 

normal cycle of night-time stable and daytime unstable conditions 

typical of dry sunny days. On the 9/8/80 honever, 10/L stays slightly 

positive virtually all day due to the downward sensible heat flux H,. 

Significantly different dispersion characteristics would be expected 

on this day compared to the previous day. A morning radiation 

inversion nould not form due to the almost neutral nocturnal 

conditions, and daytime dispersion of pollutants Rould be inhibited 

even in the sunny periods folloning the rain, as there nould be no 

thermal convection in the planetary boundary layer. The effect of the 

rain period is felt through to mid-morning on the 10/8/80, at nhich 

time mildly unstable conditions are re-established. 
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Figure 3. 4(c) presents a comparison (as far as is possible) between 

the results from SOIL and the tower profile method HVFLUX over the 

same period. (Moisture buoyancy effects are not included in HVFLUX so 

stability is slightly over-estimated in these calculations.) The 

increase in stability associated with rainfall is seen in the HVFLUX 

estimates of 10/L and its effect is seen in the estimates of H,. The 

main differences between the SOIL and HVFLUX estimates, and likely 

explanations for these, are as follows: 

(i) HVFLUX calculates lower values of negative H, and 10/L during the 

day of 9/8/80 (including a short period of slightly unstable 

conditions in the afternoon). Although there are several factors 

which may have contributed to the difference in estimates, 

the most significant likely explanation is that the simulated 

soil surface moisture content was too high during this period, 

leading to over-estimation of BL. This in turn is well explained 

by the fact that the soil at Kwinana is primarily deep, well 

drained sand, implying a large value of C2 in (3.66). The need to 

determine soil characteristics for use in the model has already 

been mentioned. It may be noted however that the two estimates of 

10/L still generally fall into a single Pasquill-Gifford 

stability category (Golder, 1972). 

(ii) HVFLUX output shows an unstable period following the passage of 

the cold front, with very large associated values of H, for the 

next three hours. The response of SOIL during this period has 

already been described. A simple assessment of the heat budget 

shows that the large H, values are unrealistic. It is apparent 

that, during this period of fairly strong winds, the 27 m 

measurement level was not within the equilibrium boundary layer 
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and so the calculations are unreliable. 

Both of the above problems relate to inadequate data and do not 

reflect significantly on the credibility of the model. Even Rith the 

apparent errors the results compare favourably with the tower 

estimates and certainly capture the essential features of the 

stabilizing effect of rainfall. The comparison of estimates for the 

10/8/80 is good and demonstrates the stability of the model. Clearly, 

the model provides a viable means of estimating surface layer fluxes 

and stability, from single level measurements, which is far superior 

to the "rule of thumb" procedures usually employed in dispersion 

modelling. The method of Pasquill and Gifford (see Turner, 1970), 

reproduced in Table 3. 2, is implicitly an energy budget approach to 

determine a stability scale which is related in some fashion to L. The 

Day Night 
Surface Wind 

Incoming Solar Radiation Thinly Overcast Speed (at 10 m), 
m sec-1 or !!c3/8 

Strong Moderate Slight :::4/8 Low Cloud Cloud 

< 2 A A-B B 

2-3 A-B B C E F 

3-5 B B-C C 0 E 
5-6 C C-0 0 0 0 

> 6 C 0 0 0 0 

The neutral class, 0, should be assumed for overcast conditions during 
day or night. 

TABLE 3. 2 Key to stability categories 

(Turner (1970)) 

method completely neglects the partitioning of sensible and latent 

heat however, and does not account for site to site variations in any 

of the parameters of Table 3. 1. Other researchers (e.g. Hanna et al., 
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1977; Kt'istensen, 1982; van Olden and Roltslag, 1985) similarly point 

to the limitations of the method. HcCumbet' and Pielke (1981) and 

Ookouchi et al. ( 1984) t'epot't that soil moistut'e is a key factot' in 

desct'ibing the tut'bulence and gt'oRth of the planetat'y boundat'y layer. 

Variation of soil moisture Rithin not'mal ranges has a far greater 

effect than changes in albedo, surface roughness or soil conductivity. 

It follows directly that soil moisture is a key factor in evaluating 

dispersion of chimney plumes. It is not the intention here to 

criticise methods such as the one described above, which have been 

developed to facilitate simple engineering calculations. However, 

given reasonable estimates of soil heat and moisture retention 

charactet'istics, the present model is also capable of routine, 

efficient application whenever standard meteorological data are 

available, and the achievable enhanced accuracy is strong 

justification for its use. 

Extensive testing of the model has proven it to be very stable and 

efficient, executing in a fraction of a second per day of simulation 

on modern mainframe computers. The model is well suited to simulation 

over extended periods {one or more years). 

3. 5 SUHHARY OF FINDINGS 

The aim of this Chapter has been to develop a model to routinely 

estimate turbulent transfers in the atmospheric surface layers. These 

in turn may be used to estimate the level of turbulent energy in the 

planetary boundary layer which determines its dispersive capability. 
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ToHer profile estimates of turbulent fluxes have proven valuable in 

this project for validating the heat budget model. The quality of 

results depends heavily on the quality of equipment and associated 

calibration procedures however, due to the method's sensitivity to 

small errors in mean measurements. Equipment and manpower costs, plus 

the logistics of equipment installation and operation, render the 

method unsuitable for many situations, particularly where dispersion 

estimates are required fairly promptly. 

The present Study is limited in 

areas, Rhich is a reasonable 

application to sparsely vegetated 

description of the plain immediately 

adjacent to the coast near Perth and is a good description of vast 

areas of Mestern Australia. 

The principal advantage of the heat budget method employed by the 

Hodel SOIL is that it utilizes routinely available single height 

observations, with only standard accuracy requirements. It is related 

to the conventional means of stability estimation (Pasquill - Gifford 

classification) and is therefore conceptually easy to understand. 

Unlike the toRer profile method hoRever, it is dependent on a variety 

of surface characteristics which must be defined for each site. 

Further Rork is required to characterise soil types at KRinana and 

elsewhere in the State. 

Results from the model have been shown to compare favourably with 

toRer profile calculations. Hence the model may be used with some 

confidence to process the KAHS Base Station data for the full Study 

period. 
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CHAPTER 4 

HIIING IN THE ATHOSPHERIC BOUNDARY LAYER 

Dispersion of pollutants in the atmospheric boundary layer is strongly 

influenced by tRo meteorological parameters, namely the stability or 

mixing capability of the air and the height to Rhich mixing occurs, or 

the mixing depth. As will be seen later, these tRo par-ameters ar-e 

inter-dependent although they are frequently consider-ed to be 

independent by dispersion modellers. By way of definition, the mixing 

depth is that depth or- height of the atmospheric boundar-y layer- within 

which turbulent motions ar-e able to disper-se air-borne contaminants 

( Pasquill, 1974). Above this level, the air- is gravitationally stable 

with r-elatively little or- no turbulent activity and may act as a "lid" 

to the vertical transport of pollutants. It is important to determine 

the strength of the lid in order to decide whether hot buoyant chimney 

plumes can penetrate it and so exit the turbulent boundary layer. The 

purpose of this Chapter is to develop a model of mixing depth which 

will provide estimates for subsequent use in dispersion modelling. 

In dispersion calculations, mixing depths are of most importance when 

they are shallow <e.g. a feR hundred metres). Large mixing depths need 

not be specified with great accuracy as they have little effect on the 

rise and dispersion of plumes. The present study is therefore focussed 

on an examination of the meteorological phenomena Rhich produce 

limited mixing and therefore potentially higher pollutant 

concentrations near the ground. The following phenomena Rere 
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identified as being of possible concern: 

(i) daytime Rell mixed layers beneath radiation inversions; 

(ii) nocturnal boundary layers; 

( iii) shalloR sea breezes; 

( iv) internal bound.ary layers at the coast during onshore 11inds. 

Daytime mixed layers and nocturnal boundary layers 11ill be addressed 

in this Chapter. Hixing depths associated with coastal effects (i.e. 

sea breezes and internal boundary layers) Rill be treated in Chapters 

5 and 6. 

4. 1 REVIER OF HETBODS FOR ESTIHATING DAYTIHE HIXED LAYER DEPTH 

Hixing depth is most commonly determined or inferred from measurements 

in the planetary boundary layer, either by regular radiosonde releases 

or by acoustic sounding. Heasuring temperature profiles Rith 

radiosondes is a labour-intensive task usually confined to short-term 

field experiments. Hixing depths are commonly inferred from a single 

morning radiosonde record and the evolving daytime surface 

temperature. As will be discussed in Section 4. 7, however, this method 

is subject to significant errors. 

Acoustic sounders potentially provide the best option for obtaining 

routine continuous measurements of mixing depth. BoRever, there are 

several draRbacks associated with acoustic sounding. The sounder 

record reveals levels in the atmosphere at Rhich there are significant 

turbulent density fluctuations. Interpretation of the record to infer 

mixing depth is frequently very subjective (Russell and Uthe, 1978; 
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Clark et al. 1 977) and should be attempted by experienced 

meteorologists only. In many cases, the record is unclear or 

non-existent, leading to considerable uncertainty. A combination of 

unclear records and instrument malfunction may result in data recovery 

which is poor relative to other meteorological sensors, which in turn 

limits the direct usefulness of the data for dispersion modelling. 

Such was the experience in KAHS, although other users (e.g. Russell 

and Uthe, 1978) report high reliability, One must therefore attempt to 

model the evolution of mixing depth, either as a means of filling data 

gaps or as an alternative to the use of acoustic sounder data. There 

are clear advantages in having a "stand-alone" mixing depth model; 

acoustic sounders can then be used for verification purposes, but 

would not be mandatory for a dispersion study. This approach is 

followed in the current Study, consistent with the Study objectives. 

As with other models developed here, the fundamental objective is to 

produce reasonably reliable results over long periods using routinely 

available data and minimal computing resources. Consequently, the 

model development described herein represents the simplest practicable 

approach to obtain reliable estimates of mixing depth hand inversion 

strength 6.e. 

The growth of well mixed layers has been the subject of intense 

theoretical study for a number of years, by meteorologists in relation 

to the atmospheric boundary layer, and by oceanographers and engineers 

in relation to the surface layer of the ocean or of lakes. The 

approach which is of most interest here (relative to the stated aims 

above) is the development of "slab" models in which the vertical 
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distributions of temperature, velocity and other constituents are 

specified (either explicitly or implicitly). As Niiler and Kraus 

(1977) point out, the simplicity and physical insight afforded by this 

approach is adequate justification for pursuing it. Tennekes and 

Driedonks (1981) state that this approach provides adequate accuracy 

for operational purposes Rith relatively little effort. Accordingly, 

the slab model approach Rill be considered exclusively. 

Rhilst atmospheric and marine Nell mixed layers are governed by the 

same set of physical relationships, the study of the subject in the 

tRo disciplines has tended to be divergent. This has occurred partly 

because the differing importance of individual mixing mechanisms in 

the tRo fluids has required differing emphases, and partly because of 

poor communication and cross-fertilization of ideas. Tennekes and 

Oriedonks (1981) discuss these differing approaches, including the 

convention amongst oceanographers to deal Rith integral formulations 

of the energy budget in the Rell mixed layer Rhilst meteorologists 

prefer to examine the local energy balance at the top of the Rell 

mixed layer. There is really no substantial reason for the different 

approaches, as demonstrated beloR. 

There is Ridespread agreement on the basic physical relationships 

Rhich together describe the formation and groRth of Rell mixed layers 

in the atmosphere or Rater bodies. These Nill be described in Section 

4. 2. On the other hand, there is no clear consensus on the form of 

parameterization schemes Rhich must be employed to alloR the various 

components of the turbulent energy budget to be estimated. These 
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schemes will be discussed in Section 4. 3 in the context of a review or 

relevant literature, both historic and recent. The preferred 

parameterization scheme, developed by Rayner (1980) for a water 

reservoir and adapted during [AMS for the atmospheric boundary layer 

will also be described in Section 4.3. 

4.2 DAYTIME RELL MIXED LAYER INTEGRAL RELATIONS 

Following the method of Rayner (1980) for a water reservoir, the 

integral relations for a well mixed atmospheric layer are derived as 

follows. 

z 

z=h+o 
Te l"'l"l'TI.,.....,..., •........,. ~ .TTTT" •• 'TTT'r •• "'ITTT o-rT"l"I. nTn • • T'T'T't"'. •.,,,,.,.• .,,,,.,. • • "'l"Tn • M'T'M • t'rl"T\ rTTT'\ .T'l'T"I". •ff ...................................... ······················ ................................................. ·············· 
: :: : : :: : : : ::: :: : :: : : :: : : : : :::::: :·. :: : : : : : :: ::: :: : : : : : : : ::: : : : : : ::: ; : ·::: :: : : :: : : : : : temperature inversion: : :::::: :: ::::: _;_:::::: z=h::::::: : .. : :~::· ·:~ ;_;_;_;_;:~::~::~ :··· .~:~ ~:~::~::...i..i..i.,;:u.i.i,;:;.,;,,i.i.,; ~:u..il.::;_;. 

-.-.-.-.-.-.. 
· . · surface layer · . 
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Vm 

velocity 
profile 

-. -. -. -. -.-. -.- . -.- . 

temperature 
profile 

Hs 

. -.-. -.- .-. .-. :-
. ...• T ..•• 

FIGURE 4.1 WELL MIXED LAYER PARAMETERS CKAMS~1Q82) 

Figure 4. 1 shows schematically a well mixed layer above the earth's 

surface, bounded by an elevated temperature inversion. Rind speed and 
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virtual potential temperature are assumed to be uniform below the 

inversion, except for the shallow surface layer where the familiar 

logarithmic profiles are found. The parameters not employed previously 

(in Chapter 3) are: 

u., v. mixed layer velocity components 

e. mixed layer virtual potential temperature 

6u, 6v inversion velocity jump components 

6e inversion virtual potential temperature jump 

z height variable 

h height of inversion base 

6 inversion thickness 

Hereafter, the name well mixed layer will be abbreviated to RHL, and 

the word temperature will mean virtual potential temperature. 

Assumptions implicit in the formulation of RHL models are: 

(1) The RHL is uniformly mixed with constituent profiles as shown in 

Figure 4.1, and moves as a slab. 

(2) Horizontal advection of temperature or velocity variations may be 

ignored; hence the model is one-dimensional. 

It is not strictly necessary to specify uniform profiles of 

temperature and velocity in order to use the integral approach 

described below. Instead, it is necessary that, at every level within 

the RML, the appropriate temperature and velocity scales are the layer 

averages of each variable, so that the integral method will correctly 

describe the various physical mechanisms involved in RHL formation. 
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To obtain a solution giving the RHL temperature, velocity and depth 

over time, the one-dimensional equations for heat, momentum and 

turbulent kinetic energy must be solved throughout the layer. Rith the 

assumed structure of Figure 4. 1, it is possible to integrate these 

equations over the full depth CO~ z ~ h+6) and so include the 

integrated influence of all the relevant terms. 

4. 2. 1 CONSERVATION OF HEAT 

The one-dimensional equation of virtual heat (hereafter called heat), 

neglecting radiative transfers, may be written as 

8e/8t = - ae· "' 1az ( 4. 1 ) 

Hanins (1982) points out that horizontal advection of heat may be 

important, hoRever lack of horizontal temperature gradient data 

usually precludes the inclusion of these effects. Driedonks ( 1982) 

determined that horizontal advection was not important in his data 

set. He also determined that humidity variations may be important 

which supports the use of virtual temperature and virtual heat. 

Integration of (4. 1) across the RHL and the inversion, assuming 6 is 

very small (to be discussed later) and neglecting turbulent fluxes 

above z = h + 6, gives 

hd8a/dt = 6edh/dt + Hv/C pCp) ( 4. 2) 

The right hand first term comes directly from the application of 

Leibnitz' s Rule, recognising that the integration limit z = h + 6 

varies with time. Failure to apply this Rule has led some researchers 

into error and unnecessary complications, as will be seen later. 
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4.2.2 CONSERVATION OF HOHENTUH 

The equation for horizontal momentum may be split into x and y 

components, Rith mean velocities U and V respectivelyi 

au18t = fV - fV9 - p- 1 8't, / 8z 

av18t = - ru + fUv - p- 1 8'tvl8z 

( 4. 3) 

( 4. 4 l 

where U9 and Vv are the components of the geostrophic Rind, and r is 

the Coriolis parameter. Above the inversion where the stress is 

negligible, (4.3) and (4. 4) describe the inertial oscillation or the 

air mass, as discussed by Hanins ( 1982). Below the inversion these 

equations may be integrated over the RHL depth to give: 

au .. 
ff >9 dz + 

6, dh 't. 
h- = fV,.h - u-
at dt p 

( 4. 5) 

av. 
- fU,.h + ff:ugdZ + 

6, dh _!v 
hat = v-

dt p 
( 4. 6) 

To evaluate the integrals in (4. 5) and C4.6l, one must specify U9 (z,t) 

and V9 (z,t> which in turn requires knoRledge of the synoptic scale 

horizontal temperature gradients as functions of z and t. 

4.2.3 CONSERVATION OF TURBULENT KINETIC ENERGY 

FolloRing Denman (1973), the equation for turbulent kinetic energy 

(hereafter TKE) may be written as: 

1 '3E -8U ~f w· (.e' + !)l 9-
= - u' w•-= - -p' R' - {:; ( 4. 7) 

2 clt dZ '3z L '-p 2' J p 

( 1 ) ( 2) ( 3) ( 4) ( 5) 

The various numbered terms are defined beloR. 
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( 1) time rate of change of turbu:..._-nt kinetic energy, E, in the RHL, 

Rhere E = ( u' 2 + v' 2 + R' 2
) 

(2) production of TKE due to the Rorking of the Reynolds stress 

< u' w' ) on the mean shear, 

(3) divergence of the vertical flux of TKE induced by pressure (p') 

and velocity fluctuations at the upper and loRer boundaries, 

(4) TKE expended in Rorking against buoyancy forces 

(gp' w' /p = - ge' w' /Tv>, recalling that e is virtual potential 

temperature, 

(5) rate of destruction of TKE by viscous dissipation. 

Unlike temperature and velocity, it is not reasonable to consider TKE 

as being well mixed throughout the layer (see Rillis and Deardorff, 

1974). For the purpose of this analysis, a vertically averaged level 

of TKE may be defined: 

Similarly, a vertical averaged RHL dissipation rate is: 

1 f h e. = - e dz 
h o 

Integration of (4. 7) across the RHL and the inversion yields: 

1 dEa 
-h = 
2 dt 

Eadh 

2 dt J
h+a - au 

- u' w' -=dz 
0 - dZ 

gh [Hv dh] 
+ - - - /J.e-J - e. h 

2Tv pCp dt 

( 4,. 8) 

( 4. 9) 

(4.10) 

Rhere turbulent fluxes and energy loss via internal Raves above the 

inversion have been neglected. 

-92-



' ' 

4. 3 PARAMETERIZING THE DAYTIME TURbv~ENT ENERGY BUDGET 

The integrated turbulent kinetic energy equation (4. 10) is clearly not 

in a form suitable to yield information on RHL growth. The various 

source and sink terms must first be parameterized in terms of 

measurable mean floR quantities. As previously mentioned there has 

been a considerable volume of Rork published over the past two decades 

describing alternative parameterization schemes for application to the 

atmospheric and marine well mixed layers. The generalised 

parameterization scheme proposed by Rayner (1980) for a Rater 

reservoir <which is summarized by Spigel, Imberger and Rayner, 1 986) 

has been adapted to describe the growth of atmospheric Rell mixed 

layers. 

4.3.1 MECHANICAL MIXING AT THE SURFACE 

Near the surface, there is a contribution to TKE from shear production 

and pressure fluctuations in the boundary layer. Kraus and Turner 

(1967), and Niiler and Kraus (1977) describe these contributions as 

the working of the wind, given by the stress times a wind velocity 

scale. This may be expressed in the form: 

- .!!' R'-=dz - [w· (- + :;] = - u. 3 J
h_au p' ~ CN 3 

0 dZ p 2 z. 0 2 
( 4. 11) 

where u. is the friction velocity and CN is a constant (to be 

specified) which relates to production of TKE but does not attempt to 

account for dissipation, which is handled separately. 
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4. 3. 2 SHEAR INDUCED MIXING AT THE l~VERSION 

TKE is also produced by shear across the inversion. Employing 

integration by parts, it is simply shoRn that: 

fh+a_ dU 1 dh 
- U' R' ----=az = - r 6U 2 + 6V 2] -

h - dz 2 l.: dt 
( 4. 1 2) 

This result indicates that the kinetic energy lost due to entrainment 

of quiescent fluid becomes available to work locally to further deepen 

the layer. Pollard, Rhines and Thompson ( 1973) and Hanins ( 1982) 

considered this term to represent the dominant mixing mechanism. By 

equating this source term Rith the buoyancy sink term in (4. 10), these 

authors derive a Froude No. criterion, 

Fr= gh6e/CTvC6U 2 + 6V 2 )l = 1 ( 4. 1 3) 

In other words, growth of the RHL occurs Rhenever Fr • 1. Although 

shear production may be a dominant mechanism in the ocean RHL, it has 

been found to be generally a secondary mechanism in the atmosphere and 

so the Froude No. criterion is not generally applicable. This issue 

will be addressed further in Section 4. 3. 8. 

4.3. 3 BUOYANCY INDUCED HIXING 

The term ghHv/(2pCpTv) is, by definition, ~w. 3 where w. is the 

buoyancy velocity scale first introduced by Deardorff (1970). A useful 

feature of the integral approach in Section 4. 2 is that terms like we 

are formally derived rather than having to be introduced via an 

external scaling argument, as done by Zeman and Tennekes (1977). 
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4. 3. 4 COMBINED SURFACE ENERGY SOURG-3 

It is convenient to combine the surface mechanical and buoyancy source 

terms of Sections 4. 3.1 and 4. 3.3 into a single parameter: 

(4.14) 

Again, this combination occurs as a matter of course in folloRing the 

integral approach. By Ray of contrast the derivation of a combined 

surface source term for the local energy balance approach is confused. 

Driedonks (1982) and Tennekes and Driedonks (1981) both speak of a 

"useful interpolation formula" but are unable to agree as to whether 

the square or cube of the source terms should be added. The form of 

(4. 14) (adding the cube of R• and u.> is clearly correct; it correctly 

accounts for the case of Reak mixing Rhen surface cooling is occurring 

but CN 3 u. 3 > -R•
3

. 

4. 3.5 DISSIPATION 

There are differing views in the marine and atmospheric literature on 

the most appropriate means of parameterizing dissipation of TKE. 

Miiler and Kraus (1977) favour the reduction of each individual source 

term by an efficiency factor. Mahrt and LenschoR (1976), Zeman and 

Tennekes (1977) and others favour a combined parameterization of the 

form: 

e. h = ~ CE E. 3 
'

2 ( 4. 15) 

The laboratory experiments of Hillis and Deardorff (1974) support this 

form for surface sources of TKE, and hence it is adopted here. 

However, as pointed out by Rayner (1980) and Driedonks (1982), it is 

likely that a large fraction of the TKE generated by shear at the 
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inversion is dissipated locally 11ithout being fed into the RHL. In 

other 11ords, shear generated TKE is expended locally in smearing the 

interface (i.e. increasing the local potential energy) and by 

dissipation. Therefore, it seems appropriate to parameterize the 1 ocal 

dissipation due to shear at the inversion by a separate efficiency 

factor Cs, yielding the modified shear production term 

" Ce ( 60 2 + 6V 2
) dh/ dt. 

Zeman and· Tennekes (1977) include a separate dissipation term for the 

thin inversion region 11here his not the appropriate length scale. The 

appropriate form of this term is not clear, and its inclusion has been 

found to give no significant improvement (Driedonks, 1982) so it 11ill 

not be included in the present Study. 

4. 3. 6 CLOSURE ASSUMPTION 

The vertical integral models of Killer and Kraus (1977) neglected 

terms in (4.10) involving the TKE level Ea in order to close the 

equation set. However, the formulation of Tennekes (1973) suggests a 

closure scheme whereby E. may be explicitly retained. He argues that 

the TKE flux convergence beneath the inversion must scale as Ow 3 /h, 

where Ow 2 is the vertical component of TKE and Ow is taken as a 

vertical velocity scale. This flux in turn provides the energy for 

local sinks at the inversion. Tennekes (1973) identified only one sink 

(apart from dissipation), being the energy required to entrain fluid 

into the Jl'HL, as represented by the term ~ ghl:ie( dh/dt) /Tv in ( 4. 10). 

Zeman and Tennekes (1977) subsequently introduced a second sink term 

to account for the energy required to "spin up" the entrained 
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quiescent fluid, as represented by the term -~ E.,( dh/dtl in C 4. 1 0). 

The detailed derivation of this term described by these authors 

corresponds to the simple application of Leibnitz' s Rule in the 

integral method. 

Tennekes and Driedonks (1981) state that most authors agree on the use 

of a flux convergence hypothesis along the above lines if a local 

energy budget is employed. In fact, this perceived difference betneen 

the local and integral approaches has no substance, since a 

corresponding hypothesis may be employed in the integral method. 

Considering the integrated energy balance of (4. 10) Rayner (1980) 

hypothesised a similar energy transfer mechanism to provide closure. 

This is stated here in tno parts: 

i) The flux of TKE directly belon the inversion may be modelled by 

ii) This flux, together Rith any local TKE production, supplies all 

energy sinks at the inversion. 

From inspection of (4.10) the folloning expression satisfies Ci) and 

(ii) above: 

CF J/2 
- Ea 
2 

E,. dh 

2 dt 
(4.16) 

Equation (2.10) may non be renritten as two equations nith the 

foregoing parameterizations introduced: 

dE,./dt = Cq .. 3 
- (CF+ CElEa 312 1/h (4.17) 

( 4. 18) 
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Given values for the various coefficients and the necessary 

meteorological data, equations ( 4.. 17), ( 4.. 18), ( 4.. 2), ( 4.. 5) and ( 4.. 6) 

may be solved to evaluate Ea, h, 8a, u. and Va. 

4.. 3. 7 EVALUATION OF COEFFICIENTS 

Information from field and laboratory experiments may be employed to 

evaluate the coefficients CF, CE, CN and Cs. The folloRing items of 

information alloR this evaluation with a degree of redundancy for 

checking purposes. 

( al Millis and Deardorff ( 1974): 

( bl 

E .. / 2 = K •• R. 
2 

' K,,. z 0. 4 

for steady-state, free convection conditions. Steady-state, in 

the present context, means constant surface inputs (i.e. qa 3 

constant). 

Hillis and Deardorff (1974), 

LenschoR ( 1976): 

e,. = K. Ra J' Ka z O. 4 ... 0. 5 

Kaimal et al. ( 1976), Hahrt and 

for steady-state, free convection conditions. 

( c) Hillis and Deardorff ( 1974), Stull ( 1976): 

8' w' ( h) /8' R' ( 0) = Ka, Ka z 0.1 ... 0.3 

for steady-state, free convection entrainment of a strong density 

jump. 

( d) Deardorff ( 1974.): 

dh/dt = K.., R•, K ... z 0. 2 

for steady-state groRth of a convective layer into a neutral 

environment. 
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( e) Ru ( 1973), Kato and Phillips ( 1 ~69): 

dh/dt"' Kpu. 3 Tv/(gh6e), KP::: 0.234 (Ru) 

::: 2. 5 ( Phillips) 

for steady-state growth of a layer with a strong density jump. In 

Ru's experiment, turbulence was generated by wind shear in a 

wind/wave tank, with negligible internal shear. The Kato and 

Phillips experiments were conducted in an annular tank with 

surface shear. Internal shear generation of TKE was important in 

this case. 

( f) Tennekes and Lumley ( 1972): 

dh/dt = Kuu•, Ku::: 0.3 

for growth of a layer into a neutral environment with turbulence 

generated by surface wind shear. 

Rayner (1980) derived the following relationships between the model 

coefficients and those represented in the experimental information: 

CF= Ka(2K •• )- 312 

CE = ( 1 - Ka) ( 2 Ke •) - 3 1 2 

with the redundant information 

Kw = CF ( CF + CE) - 1 1 3 

Also, 

CN 3 = Kp /Ka 

with the redundant information 

Ku = CF CN ( CF + CE) -
1 1 3 

or 

CN = Ku ( CF + CE) 
1 1 3 

/ CF 
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( 4. 19) 

(4.20) 

(4.21) 

( 4. 22) 

( 4. 23) 

( 4. 24) 



Rith the redundant information 

KP = Ka C11 3 

A comprehensive analysis of the various combinations of 

( 4. 25) 

these 

coefficients Ras carried out, bearing in mind the experimental 

uncertainty of values stated in (a) to (f) above. A self-consistent 

set, chosen as a result of this analysis, is as folloRs: 

K, • = 0. 4, 

CF = 0. 25, 

K, = 0. 41, 

CE = 1. 1 5, 

Ka = 0. 1 8 

Kw= 0. 22 

Equations C 4. 22) and ( 4. 23) give C for K, = 0. 234) 

CN = 1. 09 Ku = 0. 25 

Equations ( 4. 24) and ( 4. 25) give ( for Ku = 0. 3) 

CN = 1. 33 KP = 0. 4 2 

These values of K •• , K., Ka and Kw are Rithin 10% of their expected 

values, as detailed in ( a) to Cf) above, giving confidence to the 

method of determination. Ku calculated from (4. 23) is someRhat loRer 

than the expected value. Alternatively, the calculated value of K, 

from (4.25) is someRhat larger than Ru's estimate from (e). The latter 

is accepted as correct on the basis that in Ru's experiment, the 

wind/Rave interaction would not have been fully developed in his small 

(2.3 m long) tank. The chosen value is much smaller than that for the 

Kato and Phillips experiment, as would be expected if internal shear 

was dominant in their case. 

It should be noted at this point that the acceptance of a KP value of 

0.42 differs significantly from the value of 5 derived by Kantha et 

al. ( 1977) and utilized by Driedonks C 1982) in order to simulate his 

field data. Further discussion on this important issue will be 

deferred until Section 4. 6 where it can be viewed in the light of KAHS 
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field data. 

The only coefficient as yet undetermined is Cs. Experimental evidence 

from Rhich to determine Cs is sparse. Sherman, Imberger and Corcos 

(1978) summarise the available information, concluding that Cs = 0. 3 

is the best available estimate. From this and other papers it appears 

that Cs may fall between 0.2 and 0.5.-

4.3.8 COMPARISON RITH OTHER HODELS 

The model described in the foregoing Section is the only one known to 

the author which explicitly retains the TKE variable Ea in the 

solution. Imberger (1985) evaluated this model's performance in 

simulating a diurnal cycle of heating and mixing within Rellington 

Reservoir for which a comprehensive, high quality set of data was 

available. Th·e model showed a high level of skill in simulating the 

temperature structure throughout the day, supporting the results of 

Rayner (1980). Imberger examined the relative importance of various 

terms in the model equations and demonstrated that the energy storage 

term, hdEa/dt, plays a significant role in regulating the mixing in 

the diurnal mixed layer Rhen surface meteorological forces are 

variable. Since the surface forcing term q. 3 is proportional to the 

cube of the wind velocity, it is important to ensure that short term 

(e.g. 10 minute) wind speed maxima are not averaged out in the input 

data. By directly computing the energy storage via (4.17), and 

utilizing this value to compute the the "spin up" term in the 

denominator of (4.18), fluctuating meteorological data may be 

accepted Rithout impacting on the numerical stability of the model. 
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The importance of the time derivative of Ea in a model of the 

atmospheric RHL is somewhat less than in a model of diurnal cycles in 

a water body. Apart from the transient periods around sunrise and 

sunset, there is a close balance in the atmosphere between sources and 

sinks of energy, with the sources being dominated by convective 

mixing, which is itself governed by the surface heat budget and 

therefore not subject to large rapid fluctuations. A good 

approximation to the RHL behaviour can therefore be obtained from a 

simplified model which neglects the temporal TKE term, in which case 

(4. 17) and (4. 18) reduce to a single equation: 

dh/dt = CKQ• 3 /[Crqe 2 + gh6e/Tv - Cs(6U 2 + 6V 2 )J 

where Cr= (CF + CE)- 213 

CK= CF/(CF + CE) 

( 4. 26) 

An entrainment relation in the form of (4.26) was first proposed by 

Sherman, Imberger and Corcos (1978) for oceans or lakes, although some 

aspects of their derivation differ from the above. It is also 

essentially the same as that proposed by Driedonks (1982) for the 

atmosphere, if the inversion-base dissipation term used by that author 

is neglected. 

Given the values of CF and CE derived in the previous Section, the 

coefficients in (4.26) have the values CK(=K.) = 0. 18 and Cr = 0.8. 

The value of CK z 0.2 has Ride acceptance. The value of Cr derived by 

Driedonks (1982) is unfortunately affected by his acceptance of the 

Kantha et al. (1977) result, as previously mentioned, and so cannot be 

meaningfully compared to the above figure. However, the definition of 
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CT and the method of evaluation are identical. Oriedonks (1982) finds 

the "spin up" term C,q. 2 dh/dt to be of little importance in modelling 

his field data. Nevertheless, there are clearly occasions on which the 

term would be significant and so it should be retained. 

Noting the foregoing favourable comparison with other water and air 

studies, it is appropriate to restate that the generalised model given 

by ( 4. 17) and ( 4. 18), and the simplified version given by ( 4. 26), have 

been developed using a combination of accepted principles from both 

oceanographic and atmospheric research, demonstrating that the 

conventional methods in these tRo fields of research can be reconciled 

into a generalised approach. 

Oriedonks (1982) and Driedonks and Tennekes (1984) discuss problems 

experienced in solving their version of (4. 26) due to the behaviour of 

the shear term groRing and forcing the denominator to turn negative, 

thus giving nonsensical results. It is evident that the numerical 

solution employed by these authors is not suited to the task. A stable 

scheme, employing a dynamic timestep adjustment process, Rill 

correctly model the rapid deepening rates which accompany shear growth 

and will ensure that the denominator stays positive. If the scheme in 

use is not capable of solving (4.26) directly, an explicit form of 

(4.26) may be used, as folloRs: 

( 4. 27) 

Rhere R is an entrainment rate determined from the preceding timestep. 

Having identified the numerical problem, Driedonks and Tennekes assume 

tentatively that inversion shear effects can be incorporated into 
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other shear effects associated Rith surface friction. Rhilst this 

assumption may not lead to significant errors Rhen modelling 

atmospheric RHLs it is clearly inappropriate for Rater bodies, where 

the timescale for changes in mean RHL momentum (and hence also 60 and 

6V) is far greater than the timescale for changes in wind-induced 

stress. 

Meteorologists are in disagreement over the relative importance of the 

inversion shear mechanism: Hanins (1982) considers it to be the major 

mechanism, while Hahrt and LenschoR (1976) and Deardorff (1979) 

consider it to be almost alRays insignificant in the atmosphere (but 

not the ocean). Driedonks (1982) obtained good agreement between field 

results and model results with the shear contribution neglected. 

There have been two recent developments relating to the shear 

production mechanism. Firstly, Deardorff (1983) has developed an 

elaborate scheme in which the thermocline or inversion thickness 6 is 

assumed to represent the integral length scale at the interface. He 

parameterizes 6/h in terms of three separate Richardson Numbers based 

on surface stress, convection and internal shear respectively. 

Secondly, Spigel et al. (1986) have extended the integral approach to 

include a thick interface, in order to more accurately model RHL 

deepening when internal shear is a dominant mechanism. The resultant 

equations are far more cumbersome than those presented above. Both of 

these developments may be applied to the atmospheric RHL, but they are 

primarily aimed at marine or reservoir RHLs where internal shear is 

known to be important. Driedonks and Tennekes (1984) choose not to 

pursue Deardorff' s (1983) method on the basis that it is unlikely to 
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lead to significantly better predic ~ons in atmospheric problems. 

Inclusion of the inversion shear terms in (4. 2.6) necessitates the 

solution of the momentum equations Rithin and above the RHL, Rhich in 

turn requires knoRledge of the synoptic horizontal temperature 

gradients (see the discussion in Section 4.2.2). Such data are not 

readily available on a routine basis and hence there appears to be no 

Ray of confidently computing the inversion shear contribution for most 

applications. 

Investigation of the importance of inversion shear contribution in 

the present Study Ras limited to a single field experiment, Rhich will 

be discussed in Section 4.6. On the basis of the negative finding from 

that investigation, and the points discussed above, the shear term has 

been neglected in the mixing depth model. 

4.4 NOCTURNAL BOUNDARY LAYERS 

The nocturnal boundary layer (NBL) is that layer adjacent to the 

earth's surface within which turbulence generated by shear stress 

persists against the damping forces of the stable vertical 

temperature gradients, Rhich are established by radiative cooling of 

the surface. The turbulent kinetic energy level, indicated by the 

magnitude of Ov, has its maximum at the surface and decreases to zero 

at the top of the NBL. 

Reil (1985) provides a very useful overview of the state of knowledge 

relating to diffusion in the nocturnal boundary layer, including a 
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brief review of methods for predicting the NBL height. His stated 

primary reason for determining the NBL height within a dispersion 

analysis is to determine whether buoyant emissions from elevated 

sources lodge above the NBL or within it. Plumes which level out above 

the top of the NBL are expected to have no ground level impact on the 

surrounding region (i.e. they Rill not mix to ground level). The NBL 

height is also employed in a parameterization of a~, which Reil 

suggests may be used to calculate vertical dispersion. 

Having introduced the NBL at the start of this Chapter as an example 

of limited mixing which may potentially be of concern (i.e. by causing 

elevated ground level concentrations), it Rill now be argued that the 

height of the NBL is not a parameter of interest in the current Study. 

This in turn will justify the avoidance of what is a major research 

topic in itself. In this regard Hahrt (1981) points out that the 

stable planetary boundary layer height is one of the most difficult 

characteristics of the stable boundary layer to determine from 

observations and that such a determination should be avoided where 

possible. 

As Rill be described in greater detail in Chapter 6, it is standard 

practice to include "reflection terms" within a Gaussian plume model 

which simulate the "lid" effect at the top of the daytime RHL and the 

continued mixing throughout the RHL of pollutants which may have 

reached the height of the lid at some distance downwind. If NBLs were 

to be considered Rithin a model, it would not be valid to treat them 

in the same way as daytime well mixed layers because: 
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( a) they are not Rell mixed, 

( b) they have no capping "lid". 

In other words, there is no analagous mechanism of "reflection" at the 

top of the NBL. Any pollutants which reach the upper limit of a NBL 

will be trapped rather than reflected, since the turbulent energy 

level and associated mixing rate at this height are very small 

( Caughey et al. , 1 979). 

Accordingly, it is thought that the only valid direct use of the NBL 

height in a conventional Gaussian plume model is in determining 

whether a plume has risen above the NBL and therefore may be 

considered to have zero impact on the surrounding area. 

As stated in Chapter 1, the current Study objectives limit the region 

of interest to within about 15 km of the source, within which distance 

the most significant priaary pollution impacts will be experienced. 

Over this relatively short distance, the iapact of pluaes from 

elevated sources in stable conditions is very small (in aost cases 

negligible), whether or not the pluaes escape above the NBL. 

Consequently there is little justification in the current Study for 

including a siaulation of HBL heights. 

On a more general basis, it aay be argued that the phenomenon of 

plumes escaping NBLs should be neglected in air pollution prediction 

models as a conservative measure, at least until such time as the 

confidence in accurately predicting NBL heights reaches a reasonable 

level. The penalty associated with neglecting NBL heights is minor; 

relatively low levels will be predicted at large distances from the 
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source. Short term (e.g. one hour average) levels predicted in this 

Ray are likely to be small compared to the levels Rhich may actually 

occur during morning fumigation events, that is, Rhen a plume 

originally trapped above the NBL is engulfed by a growing daytime 

mixed layer. Modelling of fumigation is of far greater importance than 

modelling the trapping or otherwise of elevated plumes in stable 

conditions, but it will not be addressed in this Study, again because 

of the limited scale of interest. 

The intentions stated above are simply achieved in a conventional 

Gaussian plume model by setting the "mixing height" equal to a very 

large number in stable conditions, so that the "reflection" 

calculations are not invoked. An estimate of the NBL height is 

required each morning shortly after sunrise however, to provide an 

initial value for the well mixed layer height simulation. As Tennekes 

( 1973) points out, the precise value chosen initially tends not to be 

particularly important because the well mixed layer height simulation 

rapidly loses its dependence on the initial value. Accordingly, the 

simple NBL height formula proposed by Venkatram (1980a) Ras adopted: 

h = 2. 4.x10 3 u. 312 ( 4.. 28) 

This formula showed considerable skill in describing the data analysed 

by Venkatram, and is attractive in that it is Rell behaved around the 

evening and morning transition periods, even though it does not 

directly apply to these periods. To take account of the slow response 

of the NBL to changing Rinds, u. may be averaged over the hour (or 

thereabouts) preceding the morning prediction. 
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4. 5 A HODEL OF ATMOSPHERIC MIXING DEPTH 

The computer model described in this Section Has developed to predict 

the mixing depth associated Hith radiation inversions, based on the 

theory presented in Sections 4. 2 and 4. 3. In this model, subsidence 

inversions modify the growth of the mixed layer via their presence in 

the initial model temperature profile taken from an airport radiosonde 

record. HoHever, subsidence is not dynamically modelled. 

A floH diagram of the model is provided in Appendix C. The computer 

model employs a number of innovative features necessary to implement 

the theoretical results. These are described beloH, together Rith an 

overvieH of the model structure. 

4. 5.1 HODEL INPUT DATA 

The main input data file is the output file of the model SOIL 

described in Chapter 3. The contents of this file are: 

DATE DAY TIHE Hv, u., 10/L, Tv, a, U, direction, sigma. 

Here, e is the potential air temperature measured at 10 m height, and 

Tv is the corresponding absolute virtual temperature. Rind direction 

and sigma (direction variation) are carried passively through the 

model so as to be included in the output file for subsequent use in a 

dispersion model. 

4. 5.2 NIGHT TO DAY TRANSITION 

At the start of each modelled day, as signified by a change of day 
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number in the input data. the times of sunrise and sunset ( in minutes) 

are computed. A summary 1s given in Appendix A of the solar radiation 

theory involved in this computation. 

A continuous check is maintained to see if the model time has advanced 

to that of sunrise. FolloHing sunrise. the model initiates a check to 

determine if there is sufficient production of turbulent kinetic 

energy at the surface to increase the mixing height above the 

calculated NBL height; i.e. Q• 3 from ( 4. 14) is positive. Typically, 

this may occur half an hour after sunrise, by Hhich time the solar 

heating is significant. From this time until sunset or later, the 

mixing depth Rill be determined from a solution of (4. 26) and (4. 2). 

4.5. 3 DETERMINING THE INVERSION TEMPERATURE JUMP 

Equations ( 4. 26) and < 4. 2) both contain the term 60, being the jump in 

temperature across the inversion. This may be expressed as 

60 = 8 .. - 8 t ( 4 . 2 9 ) 

Rhere 8t is the temperature immediately above the inversion (see 

Figure 4. 2). Kith e. coming from the solution of (4. 2), it remains to 

specify or compute e, throughout the day. 

The only viable option in this Study Ras to utilise the morning (0700 

RST) radiosonde data from Perth Airport, Rhich Rere processed to 

produce virtual potential temperature profiles up to 5000 m. ( RST 

denotes local < Resternl standard time.) It is assumed that the 

temperature structure above the modelled mixed layer remains unchanged 
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from that of the morning sonde profile: hence the dynamics of 

subsidence. horizontal temperature gradient advection and radiation 

divergence are neglected. The neglect of the first two of these 

influences is supported by the findings of Driedonks (1982) and 

radiation divergence is likely to be a detectable influence at 

night-time only. For the purposes of dispersion modelling, these 

assumptions are expected to be quite satisfactory, since early morning 

limited mixing depths will be calculated with maximum confidence, and 

accuracy will be less important later in the day when mixing depths 

are large. Values of 8t throughout the day are extracted from the 

profile for the current mixing height, as will be described in the 

next Section. 

4. 5. 4 DAYTIME INITIALIZATION 

The following procedures are invoked by the model at the time q. first 

goes positive after sunrise. 

(al Loading a Horning Temperature Profile (SUBROUTINE LOAD) 

The processed sonde profile for the morning is read in with the 

following format: 

DATE DAY TIME NN BST (HEIGHT - TEMPERATURE PAIRS) 

where NN is the number of pairs and BST is the 10 m level 

temperature from the Rattleup Base Meteorological Station at the 

sonde release time. (This temperature value is inserted into the 

sonde data when the data are being processed.) 
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The program Rhich processes the radiosonde data ensures that 

there are no time gaps in the processed file by inserting 

records, if necessary, Ri th zero levels <i.e. NN = 0) Other 

anomalies can also cause profile deletion, giving NN = 0. If such 

a record is encountered, the model sets the ground level 

temperature 8(1) equal to BST. It then synthesises a profile 

using the default lapse rates which are read in at the 

commencement of a model run. This default information specifies a 

standard shape of temperature profile for each month, 

from prior extensive visual inspection of sonde data. 

determined 

The radiosonde data may produce profiles up to only a limited 

height, probably reflecting instrument failure. These profiles 

are extended to 5000 m by appending profile levels which folloR 

the standard shape for that month. 

These correction procedures, whilst scarcely ideal, are necessary 

to improve continuity of the model. 

required infrequently .. 

< b) Correcting the Time Difference 

Fortunately, they are 

It is most unlikely that the model time at which q. goes positive 

Rill be exactly the sonde release time (usually 0700). If the 

model time indicates commencement of mixing prior to 0700 (e.g. 

during summer) the sonde profile is likely to show a modified 

structure near the ground from which it is difficult to infer the 
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"unmixed" profile shape. Alter-natively. mixing may commence after:-

0700 (e.g. in Kinter-), in which case the sonde profile should be 

quite r-epr:-esentative of the initial "unmixed" pr-ofile. The 

pr-ofile cor:-r-ection pr-ocedur-e adopted is as folloRs: the lo11est 

(gr-ound level) pr-ofile temperature is cor-rected for the change in 

temperature 

subtracting 

betReen sonde r-elease time and model time by 

the cor-r:-esponding change at the Rattleup 

meteor-ological station hence the r-equir:-ement of BST in the 

sonde data. If significant mixing has modified the sonde 

profiles, the second and higher levels may also Rarr-ant 

correction, but this is not practicable. 

(c) Specifying the RHL Temperature 

The final step in the process of specifying the vertical 

temperature profile for a day is to determine an appropriate 

initial value for the RHL temperature a,.. The initial value for

the RHL depth (or inversion height) his taken as the calculated 

value of the NBL height. Determination of 0. depends on the 

position of the inversion r-elative to the sonde levels, Rhich may 

fall into one of two categories: 

( i) z( 1 > < h < z( 2) 

In this case, the inversion is below the first elevated level 

z( 2). 8( 1 l is constrained to be less than 8( 2) (i.e. a stable 

density structure). Figure 4. 2 illustrates the following points. 

The best available estimate for- 0. is 8( 1 l, as this value Rill 

-11 3-



z 

I 

I 
I 

I 

I 
I 

I 

C9C2),ZC2)J 

/ "Unml~•d•profl le Nuat 
pose through C8M~h/2J 

cec D. zc DJ '-----.....&.---4,1,-------------e 9'(1) 

FIGURE 4.2 INVERSION IN LO~ES1 SONDE PROFILE LAYER 

z 

h 

C8C2),ZC2)] 

CIC l>,ZCl>l 

C8Ci>,ZC6)J 

C8U),ZU)] 

e, 

Cl9C3>,ZC3)] 

Area A• Area B 

-----------e 

FIGURE 4.3 INVERSION IN AN ELEVATED SONDE PROFILE LAYER 

-11 4 -



reflect the existing mixing at the time. ( Recall that Q• goes 

positive only Rhen there is enough energy input to fully mix the 

NBL and deepen it further, so mixing Kithin the NBL Kill be at 

least partially established at this time.) It is also necessary 

to knoK the slope of the temperature profile above h in order to 

determine 01 by linear- interpolation as the simulation proceeds. 

For this purpose, having set 0., 0(1) is modified to an' unmixed' 

value shonn as 0'(1) such that the heat content of the layer- is 

conserved. It is easily shonn that 

h [& ( 2 ) - 0 < 1 ) ] 
e· < 1 > = 0< 1 J - -

2 z(2) z(1) 
( 4. 30) 

01 is subsequently determined fr-om 

[
e c 2 J - 0 • < 1 > ] 

81 = 0'(1) + Ch - z(1)1 
z(2) z(1) 

( 4. 31) 

(ii) h > z(2) 

If the initial HHL height places the inversion in an elevated 

layer of the sonde profile, the only consistent approach is to 

apply conservation of heat and so deter-mine e •. This procedure is 

shown schematically in Figure 4. 3, nhere the shaded areas ar-e 

equally distributed about the HHL profile. As before, the profile 

is constrained to be stable, i.e. 8a < 81. The value of 81 ( and 

hence 6e> in the layer- z(JJ to z(J+1) ar-e subsequently determined 

from 

[
e < J + 1 > - e < J > ] 

81 = 8( J) + Ch - z( J) l 
z(J + 1) - z(Jl 

( 4. 32) 
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4. 5. 5 DAYTil1E INVERSION EROSION 

Integration of the layer deepening and heat equations (4. 26) and 

( 4. 2), to give the evolution of h and a,. throughout daylight hours, is 

performed by a fourth order Runge Kutta scheme as described in Section 

3. 3. 5. At each Runge Kutta step, q. 3 and 6a are evaluated and used to 

compute the derivatives. The integration time-step is matched to the 

10 minute meteorological flux data although the integration scheme 

does invoke time-step halving if necessary to maintain numerical 

stability. 

4. 5.6 RELL MIXED LAYER STAGNATION AND TRANSITION TO THE NOCTURNAL 

SITUATION 

The computation of q. described in Section 4. 5.2 continues throughout 

the day. If q. goes negative, a check is made to see if the model time 

has passed the time of sunset. It is possible that Q• may go negative 

during the day due to a change in meteorological conditions 

( especially solar insolation or rainfall>. In this event, the Rl1L is 

assumed to be stagnant (h does not change) and (4. 2) is solved alone 

to describe the change of a •. If however the model has advanced past 

sunset, it sets h to a large recognisable number (usually 999 m) for 

the rest of the nocturnal period. The NBL height from (4. 28) is in 

fact calculated throughout the night so that the averaged values are 

available at the time of sunrise. 
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4. 5. 7 HODEL OUTPUT DATA 

Data records in the output file have the following format: 

DATE DAY TIME h, Hv, u .. , 10/L, Tv, 8, U, Direction, Sigma, a., 60 

Nocturnal records omit the last two variable, e. and 6e, and are 

easily identified by this omission plus the large constant value of h. 

4.6 SIMULATION OF AN OBSERVED RADIATION INVERSION EROSION 

In order to test the model described in Section 4.5, a field study of 

radiation inversion erosion was conducted on the 29th October 1980. 

In brief, the key elements of the field study were: 

(i) hourly slow-ascent radiosonde releases with dual theodolite 

tracking to provide estimates of the time evolution of 

temperature and velocity profiles, 

(ii) operation of a monostatic acoustic sounder, 

(iii) routine measurements at the Hope Valley Base Station, augmented 

by measurements of net radiation, ground heat flux and ground 

temperature, giving a comprehensive set of data from which 

turbulent fluxes could be calculated. 

Calculation of turbulent fluxes via the heat budget model (SOIL) and 

the tower profile method (HVFLUX) for this field study has been 

described in Section 3.4. The results of calculations have been 

replotted in Figures 4.4 and 4.5 in a slightly different form 

(notably the inclusion of mean wind speed and friction velocity). The 

calculation results will not be rediscussed except to note that during 
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the period of interest ( midnight to 1200 on 29/10/80) there is 

generally good agreement betReen measurements and the calculation 

methods. Despite the large fluctuations in BVFLUX estimates during 

daytime hours, the total heat transfer during morning hours matches 

the SOIL estimate reasonably Rell. 

Figure 4.6 shows the potential temperature profiles obtained from 

hourly radiosonde releases throughout the study morning. The profile 

at 0608 shows no effect of mixing near the ground, Rith a radiation 

inversion of about 8°C potential betReen ground level and 350 m 

height. This profile is used to initialise the model as described in 

Section 4. 5. 4. 

The simulation Ras commenced at 2200 on 28/10/80 to alloR an 

examination of the nocturnal boundary layer height estimate. A sample 

of the acoustic sounder record appears in Figure 4. 7, over Rhich has 

been superimposed the NBL height calculated within the model. The 

latter decreases steadily towards dawn as the stability increases and 

u. becomes smaller. The sounder indicates that some turbulent activity 

is present at levels well above the predicted NBL height. At 0608 

there is a close correspondence between the NBL height indicated by 

the sounder and the height of the point of inflection in the 

temperature profile (approximately 350 m), satisfying the criterion 

proposed by von Gogh and Zib (1978) for determining NBL height. The 

performance of the NBL equation (4.28) is not good in this instance. 

In view of the low importance attached to this estimate (Section 4.4) 

the matter will not be pursued. 
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The 0608 potential temperature profile clearly indicates that there is 

no large scale mixing between ground level and 350 m height. Rind 

speed and direction profiles plotted in Figure 4. 8 show the presence 

of a nocturnal jet at the top of the ground-based inversion. A mean 

gradient Richardson No., 

g 8e/8z 
Ri = 

T.,(8U/8z) 2 
( 4. 33) 

computed for the layer 68 to 288 metres height from the 0608 sonde 

data has a value of 0.86, well above the 0. 25 limit for large scale 

Kelvin-Helmholtz billows (Emmanuel, 1973). It is apparent however that 

localised patches in the shear flow become turbulent and that their 

combined effects produce a strong return on the sounder record. Von 

Gogh and Zib (1978) note that turbulent fluctuations of the correct 

order to produce backscatter appear to be almost invariably developed 

in the presence of inversion conditions. 

The experimental results confirm that the NBL height should not be 

considered as a mixing depth in the same sense as a daytime mixed 

layer, since the NBL has no distinct inversion "lid" and no large 

scale mixing which Mould lead to a uniform vertical distribution of 

pollutants over its depth. A conventional Gaussian plume dispersion 

model should therefore conservatively assume slow diffusion over an 

unlimited mixing depth at night. The NBL height is still required to 

initialize the RHL height when mixing commences. 

The model commenced erosion of the inversion at about 0640, as might 

also be inferred from Figure 4. 6. Figures 4. 9( al to ( cl compare the 

potential temperature profiles predicted by the model against those 
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from the radiosondes. By design, the model profile (solid line) ·above 

the RHL remains unchanged from the 0608 profile throughout the day. 

The modelled inversion is plotted as a step, consistent Rith the model 

derivation. Up to time 1002, the model simulates the erosion of the 

inversion in a pleasing fashion, so lending support to the 

formulations of both models SOIL and KHL, The picture at 1101 and 

onwards is unclear, and also unimportant as the mixing height by this 

time is large and sea breeze onset is imminent. 

The predicted mixing depth throughout the morning is superimposed on 

the acoustic sounder record in Figure 4. 10. Although KHL deepening 

commences at 0640, there is little change in the sounder record until 

about 0720, consistent with the notion that the sounder is recording 

the presence of small scale turbulence in the remnant NBL. After this 

time, the sounder indicates RHL deepening at a rate similar to the 

model, although the trace extends 100 to 150 metres above the model 

prediction. The sonde profiles in Figure 4.6 indicate that this region 

above the modelled RHL height is in fact the upper portion of the 

strong capping inversion which is definitely not well mixed. The 

'blackness' of the record (which is of relatively low quality in this 

case) is clearly not a good indicator of the intensity of turbulence 

and it is therefore not possible to quantify the upper extent of 

strong turbulent mixing. Other researchers (Russell and Uthe, 1978) 

report a distinct layer echo associated with the capping inversion 

above a spikey echo structure associated with the convectively mixed 

layer. The base of this layer echo is taken as representing the RHL 

height (Kaimal et al., 1982). 
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It is of interest to determine whether the turbulence in the strong 

inversion layer detected by the sounder is simply locally generated 

small scale turbulence, as obser-ved in the NBL, or Rhether it is 

indicative of larger- scale Kelvin-Helmholtz billows at the entr-ainment 

inter-face, as descr-ibed by Hall et al. ( 1975), Sher-man et al. ( 1978) 

and other-s. A Richar-dson Number cr-iterion for- the onset of billowing 

activity is given in ( 4. 33) above, and this is found by Hall et al. 

(1975) to be closely matched by values of Ri calculated from field 

measurements. Spigel et al. (1986) point out that shar-p stable density 

gradients in the pr-esence of mean shear- are always unstable and that 

billowing inevitably occurs, r-esulting in a stable thickened inter-face 

of thickness 8 where 

8 = 0. 3T,,6U 2 
/( g6el ( 4. 34) 

From inspection this is simply a r-e-or-ganised ver-sion of (4. 33), 

implying a slightly differ-ent value of Ri = 0. 3. 

Values of Ri across the entrainment zone may be calculated from the 

r-adiosonde profiles of temperature and wind speed, as presented in 

Table 4. 1. 

TABLE 4. 1 VALUES OF RICHARDSON NUMBER ACROSS THE HELL MIXED 

LAYER ENTRAINMENT ZONE 

TIME h SONDE d8/dz dU/dz Ri 

m INTERVAL ~C/m m/sec/m 

0803 275 246- 31 5 0.027 0. 033 0. 83 

0903 355 298- 373 0.027 0. 017 3.05 
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The vertical resolution of the sonde values is unfortunately quite 

coar-se, being limited by the double theodolite tr-acking method 

employed for- Rind velocity estimation. HoRever, it is quite appar-ent 

fr-om the calculated values of Ri that, if Kelvin-Helmholtz billowing. 

is occur-r-ing at the entr-ainment inter-face, it is occurring over- a 

ver-tical scale consider-ably less than 70 metres (Rhich is about the 

r-esolution of the sonde Rind speed values). (Note that the layer-s Kith 

Ri < 0. 25 descr-ibed by Hall et al. ( 1975) Rer-e typically 10 m thick.) 

This conclusion is consistent Rith the obser-vation that there is no 

lar-ge scale modification of the inver-sion layer- evident in the sonde 

pr-ofiles pr-ior- to it being engulfed by the gr-oRing mixed layer-. 

Shear gener-ation of tur-bulence Ras obviously not an important 

mechanism in RHL deepening during the field experiment period; this 

can be demonstr-ated quantitatively as folloRs. If Re accept a 

conser-vatively high value of 6U = 2 m/sec across the entrainment zone 

and estimate the entrainment rate dh/dt from the model r-esults (Rhich 

match the field obser-vations l we may then compar-e the shear 

energy contribution the sur-face energy input 

The final column gives the per-centage error involved in neglecting the 

shear contribution to the turbulent kinetic energy budget and hence 

also (approximately) the amount by which the entrainment rate is 

underestimated. This relatively small conservative er-ror in mixing 

height pr-ediction is quite acceptable for dispersion modelling. Hence, 
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TABLE 4. 2 COHPARISOH OF TERHS IH THE RELL HIXED LAYER 

GRORTR EQUATION 

TIHE .6u dh/dt Cs.6U 2 dh/dt Cl('lh J CK CN Ju. 3 

m/sec m/min m3 /sec 3 m3 /sec 3 m3 /sec 3 

0803 2 1. 25 0. 017 0. 26 0.04 

0903 2 1. 94 0.026 0. 52 0.02 

error 

% 

5 

5 

the present model appears adequate for daytime convective conditions, 

but would tend to under-predict the growth of the mixed layer under 

conditions of limited surface heating and higher Rind speeds. 

Reference was made in Section 4.3. 7 to the high value of KP accepted 

by Driedonks (1982). Re found that a value of KP = 5, based on the 

experimental results of Kantha et al. (1977) Ras required in order to 

simulate his field data in conditions where surface shear was an 

important mixing mechanism. This value of KP was much larger than that 

selected by Rayner (1980) (0. 42) and gave cause for concern, since the 

experiment by Kantha et al. (and the forerunner by Kato and Phillips, 

1969) Ras strongly dominated by internal shear-generated turbulence 

and hence not suited to the task of estimating mixing due to surface 

shear alone. 

Closer examination of Driedonks (1982) methodology has provided a 

reason for the disparity. The observations of RHL height against which 

his model was compared were all made during morning hours following 
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sunrise, prior to the time Rhen convection Ras Rell developed. 

Driedonks admitted that the observed temperature profiles during this 

period looked nothing like the idealised mixed layer model and in fact 

resembled nocturnal temperature profiles. Since there Ras no Kell 

mixed layer to be observed in his temperature profiles, he determined 

his observed RHL heights from acoustic sounder records. 

It has been adequately demonstrated in the literature cited above 

(e.g. von Gogh and Zib, 1978) and in the KRinana experiment that an 

acoustic sounder trace does not necessarily indicate the presence of a 

Rell mixed layer, and certainly not at night or just after sunrise. 

Driedonks has confirmed this fact, 

intention. 

although that was not his 

It appears therefore that the seemingly good agreement obtained by 

Driedonks represents the misapplication of both his own data and that 

of Kantha et al. The analogy between the two data sets is highly 

tenuous, since the laboratory experiment included a Rell mixed layer 

Rhilst the field data did not. 

4.7 APPLICATION OF THE MIXING DEPTH HODEL IN DISPERSION STUDIES 

The aim of this modelling exercise, as indicated in the introduction 

to this Chapter, has been to provide reliable estimates of mixing 

depth and capping inversion strength for use in dispersion modelling, 

via a method Rhich is efficient and utilizes routinely available data. 

The model encompassed in equations (4. 26) and (4. 2), which is similar 

in form to other models described in recent literature, achieves the 
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stated objective. The more generalized model equations ( 4. 17), ( 4. 18), 

( 4. 2), ( 4. 5) and ( 4. 6), Rhich include TKE and interface shear terms, 

may be utilized in situations Rhere greater precision is required and 

the necessary data are available. Neglect of the shear term leads to a 

generally small underestimate of RHL groRth rate. This conservative 

error is likely to be acceptable to dispersion modellers. 

Tennekes and Driedonks (1981) state that use of a simple RHL model can 

provide results {hand e.J Rith adequate accuracy for operational 

purposes, with relatively little effort. This statement matches the 

experience in KAHS, during Rhich the model described above Ras run for 

a full tRelve months' data for very little cost and effort ( KAHS, 1982). 

The dispersion model Rhich will be described in Chapters 6 and 7 makes 

use of the 60 prediction from the HHL model to calculate the fraction 

of plume penetrating the capping inversion. 

procedure warrants discussion. 

The validity of this 

Figure 4. 9 shoRs modelled values of 6e Rhich are significantly smaller 

than the total temperature increase across the smeared temperature 

inversion above the RHL. The latter value would probably be chosen by 

most modellers although, in practice, it is not obvious where the real 

RHL interface starts and ends. HoRever, it can be argued that any 

plume Rith sufficient buoyancy to penetrate 60, but Rhich cannot fully 

penetrate the remaining undisturbed inversion structure, Rill be 

trapped in the inversion layer and not released until erosion reaches 

that level some time later, resulting in fumigation at some distance 

Rell doKnRind of the source. Fumigation is an important phenomenon 
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requiring separate treatment; it is certainly not adequately described 

by employing the total inversion strength measurement in a dispersion 

model. If a single mixing height is to be specified, then 6e as 

defined by a RHL model is believed to be the only available 

unambiguous estimate of "lid" strength. Fumigation must be modelled 

separately for predicting dispersion in the far-field, which is beyond 

the scope of this Study. 

Subsequent to KAHS, an intriguing variation of the RHL model was 

employed for an inland location (Collie, Restern Australia) where 

morning radiosonde profiles were not available but where a reliable 

continuous acoustic sounder record was. Mixing heights at hourly 

intervals were digitized from the sounder charts. It was desirable to 

obtain estimates of 60 for morning hours following sunrise when 

erosion of stable temperature structure below 1000 m was occurring. 

This period was defined by the constraints: 

Q• 3 > q., 3 
•in 

h < 1 000 m 

where q. 3 ,.in was a specified small value above which daytime mixing 

might be assumed to be established (e.g. q. 3
.1n = 0. 5 m3 /sec 3

) and q. 3 

was averaged over 10 minutes. The average value of 6e during an hourly 

interval (or some other chosen interval), bounded by times i and i+1 

is given by : 

r i + , 

where Q =J
I 

q. 3 dt 

( 4. 35 l 

These expressions come from integration of (4.26) with the shear and 

"spin up" terms neglected. Neglect of the "spin up" term Rill result 
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in a small overestimate of 6e Rhich is quite acceptable. 

Stated in Rords, (4. 35) uses the observed inversion erosion and the 

measured input of turbulent energy to infer the average strength of 

the interface, 6e. The relationship is Rell behaved if appreciable 

erosion is occurring (h1+1 > h;) and the period average of q. 3 is 

greater than Q• J,.; n. Outside of the times Rhen the relationship is 

Rell behaved, the value of 6e is of little significance anyway (i.e. 

within a nocturnal boundary layer or Rhen the mixing height exceeds 

the height of rise of buoyant plumes). Calculation of 6e was performed 

for a full year, giving sensible results. These results are not 

relevant to the current study and therefore are not presented. 

The most commonly used method for estimating daytime mixing heights is 

to draw a dry adiabat from the surface temperature to the point of 

intersection Rith the morning radiosonde profile (e.g. Benkley and 

Schulman, 1979). Inspection of the field data in Figure 4.9 indicates 

that reasonably good estimates may be obtained by this method through 

to mid-morning. The Reakness of this method lies in the variety of 

influences which can corrupt the relationship betReen the surface 

measurement and the sonde profile. For example, on days Rith identical 

temperature profiles and solar radiation but different wind speeds, 

the method Rould predict loRer mixing depths for the higher Rind speed 

day, due to the reduction in surface temperature. However, the 

sensible heat transfer on the higher speed day Rould be slightly 

greater (since outgoing long-Rave radiation Rould be reduced), plus 

there would be a TKE contribution from surface shear, so the mixing 

depth could be expected to be greater, not smaller. Furthermore, the 
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selected surface temperature would be strongly dependent on 

measurement height on calm sunny days, so the method lacks generality. 

A second simplified approach for estimating RHL depth is to model the 

encroachment of the RHL on the morning temperature profile due to the 

effects of surface heating alone. This method is appropriate for fully 

convective conditions only, and is shoRn by Driedonks (1982) to 

account for about 80% of the RHL deepening in these conditions, Kith 

the balance coming from turbulent entrainment. Even though 

encroachment is a major effect (and for that reason is included in our 

model via (4. 2)), it cannot be assumed to apply in isolation without 

incurring major errors (e.g. in overcast windy conditions). 

4.8 SUMMARY OF FINDINGS 

The simplified RHL model of (4. 26) and (4. 2) is recommended for 

providing reliable conservative input of daytime mixing depth and 

inversion strength for dispersion calculations. The model has a sound 

theoretical basis, yet is attractively simple and inexpensive to run. 

The model and the selected value of its various parameters have been 

verified in this Study, confirming similar findings of other 

reseachers. The detailed derivation of C4. 26) described herein has 

served to reconcile the seemingly divergent approaches to modelling 

atmospheric and oceanographic well mixed layers, and has highlighted a 

few shortcomings in previous analyses. 

Nocturnal boundary layers were also examined as a potential case of 

limited mixing depth. However, it was shown that, for the purpose of 
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modelling dispersion over- a local distance range 15 km or-

thereabouts), the mixing height under- stable conditions may be 

conveniently and conservatively assumed to be very large. 
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CHAPTER 5 

COASTAL INTERNAL BOUNDARY LAYERS 

Coastal internal boundary layers Rere identified in Chapter 4 as being 

an important meteorological phenomena Rhich may limit the mixing depth 

of pollutants. In addition, plumes from tall chimneys near the coast 

may interact Rith coastal internal boundary layers to cause "shoreline 

fumigation", as briefly discussed in Chapter 1 and illustrated in 

Figure 1. 5. 

A dispersion model designed to simulate these effects requires a 

description of the shape of the coastal internal boundary layer. In 

particular, as pointed out by Stunder and SethuRaman (1985), the 

location of predicted fumigation maxima doRnwind of a tall stack near 

the coast is highly dependent on the description of coastal internal 

boundary layers employed by a model. 

In the following Sections, simple formulae describing the groRth of 

coastal internal boundary layers will be derived and compared Rith 

other formulae which have appeared in the scientific literature. A 

field study designed to validate the formulae Rill also be described. 

5. 1 THEORETICAL DESCRIPTION OF COASTAL INTERNAL BOUNDARY LAYERS 

Figure 5. 1 shoRs schematically the various meteorological parameters 

which can be expected to play a part in the formation of a boundary 

layer over the land downstream of a shoreline, during daylight hours 
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Rhen the land temperature TL is higher than that of the adjacent 

Rater, Tw. 
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The marine air floR, Rith a stable temperature gradient r, Rill 

experience surface changes of stress" and virtual heat flux Hv as it 

crosses the coast. Both of these turbulent fluxes Rill lead to 

turbulent mixing Rithin a surface boundary layer h(x) Rhich grows 

doRnstream. The potential temperature e. Rithin the layer can be 

expected to be uniform if mixing is vigorous, Rith a small step at the 

top of the boundary associated with turbulent entrainment. 

Venkatram (1977) recognised the analogy betReen the mixing Rithin a 

coastal boundary layer and that Rhich occurs in the atmospheric Rell 

mixed layer under a temperature inversion, as described in the 

previous Chapter-. He proposed the use of a standard RHL model 

(Tennekes 1973) in a Lagrangian frameRork, i.e. he modelled the mixing 

Rithin a column of air Rhich is being advected doRnstream at the mean 
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floH velocity. The Lagrangian transformation is effected simply by 

setting x = u.t Hhere xis distance doHnRind from the coast. 

The concept introduced by Venkatram, together Rith the theory of Hell 

mixed layers described in Chapter 4, may be utilized to derive a 

theoretical description of coastal internal boundary layers, as 

fol loRs. 

Neglecting the effects of shear across the top of the boundary layer 

( Rhich is likely to be small) the RHL model equations ( 4. 26) and ( 4. 2) 

may be reRritten as: 

dh/dt = CKQ• 3 /(CrQ• 2 + gh6e/Tvl 

hd8a/dt = 6edh/dt + Hv/C PC,) 

( 5. 1 ) 

( 5. 2) 

The "spin-up" term Crq. 2 Rill only be important if 6e is very small, 

Rhich in turn Rill only occur if the marine air stability is close to 

neutral Cr z 0). Neutral flons are not of interest nith regard to 

shoreline fumigation, Rhilst the floRs of major interest (sea breezes) 

exhibit stable temperature gradients. 

Hill be neglected. 

Therefore the "spin up" term 

FolloRing Tennekes (1973), it is noH possible to obtain analytical 

expressions for coastal boundary layer heights for the limiting cases 

of convective and mechanical turbulence. Convective turbulence is 

dominant in the planetary boundary layer over land Rhenever solar 

insolation is appreciable. Equation (5. 1) then reduces to 

dh/dt = CKR. 3 Tv/(gh6e) ( 5. 3) 
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Integrating (5. 3) together Rith the equation for conservation of 

heat, and applying the initial conditions { 6e = h = O at t = Ol leads 

to the expressions 

( 5. 4 J 

6e = c K r h / ( 1 + 2 c K J ( 5. 5 J 

Applying the Lagrangian transformation and substituting our previously 

derived value of CK = 0. 18 gives 

h = [2. 7 2 H ... ~ ] 
1 1 2 

pCp r O,. 
( 5. 6) 

This formula describes the groRth of a thermal internal boundary layer 

(TIBLl inland from the coast. Even though the initial conditions 

stated above are a good representation of the real situation in sea 

breeze f loRs, it is Rorth noting that the results are quite 

insensitive to the initial height of the TIBL { Tennekes, 1973). 

Mechanical turbulence may determine the groRth of a coastal boundary 

layer under cloudy skies and Rindy conditions. In this case ( 5. 1 l 

reduces to 

( 5. 7 l 

Integrating (5.7) and the equation for conservation of heat yields the 

expressions 

( 5. 8) 

6e = rh/2 ( 5. 9) 

Equation ( 5. 7), after substituting for CK and CN from Section 4. 3. 7 

transforms to 

h = [2. 5 u. J T ... ~ ] 
1 1 

J 

gr u .. 
( 5. 1 0) 

This formula describes the groRth of a mechanical internal boundary 
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layer C HIBL) inland from the coast. The one-third poRer law ensures 

that boundary layer heights predicted by this formula at distances of 

a few kilometres are less than those from (5.6) except when surface 

heating is very small (e.g. close to sunset or on very cloudy days). 

It is probably for this reason that HIBLs have been neglected or 

overlooked by other researchers. The following review of literature on 

coastal internal boundary layers refers only to TIBLs. 

It does not appear to be possible to derive an analytical expression 

for the height of the boundary layer in which both mechanical and 

convective contributions are represented. A conservative estimate of 

boundary layer depth may be obtained by evaluating (5.6) and (5. 10), 

and choosing the larger value. 

TIBL formulae with the same form as (5.6) have appeared elsewhere in 

the literature (e.g. Reisman, 1976; Steyn and Oke, 1982), 11ith the 

only difference being the value of the numerical coefficient. The 

common feature of most interest is the use in the formulae of the 

sensible or virtual heat flux Hv, with the implied assumption that 

this flux is essentially constant downwind. 

An alternative approach to TIBL formulation, as employed by Venkatram 

(1977) and Raynor (1975), involves the use of a land-water temperature 

difference <TL - Tw) to estimate the heat flux. Venkatram' s expression 

takes the form: 

h = ~• [2( TL - Tw) ~ 11 2 

U rC1 2Fl 
( 5. 11) 

where F = CK/(1 + 2 CK). 
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Implicit in this formulation is the assumption that the land 

temperature, not the heat flux, is horizontally uniform. Although this 

difference in approach (which is primarily motivated by the 

availability of temperature data) may seem subtle, it appears to be 

the starting point for a divergence of methods. 

The paper by Kerman et al. ( 1 982) is part of a set of papers 

describing the comprehensive Nanticoke Shoreline Diffusion Experiment. 

A stated major finding of this paper is that two internal boundary 

layers can be detected; one to adjust the bulk buoyancy contrast of 

the cold onshore flow to the warm land and the other to adjust the 

flow for the continued solar heating throughout the day. The first 

boundary layer is se~n to reach equilibrium at some distance inland 

from which point the second is dominant. 

The argument advanced by Kerman et al. regarding the first boundary 

layer is based on an intuitive description of the perceived reduction 

in air-land temperature difference (and hence also buoyancy 

difference) as the air is advected inland and warmed. This argument is 

believed to be a poor representation of the real situation. The 

picture is made much clearer if one considers a local heat budget at 

the land surface at any (and all) distances from the coast. Assume for 

a start that a TIBL is well developed and that incoming solar 

radiation is roughly constant. Under these conditions, the ground 

temperature at any particular location will reach a constant 

equilibrium value. Assuming also that the ground is dry ( for 

simplicity), it is obvious from the local surface heat budget that the 

spatially uniform incoming solar and long-wave radiation must be 
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balanced by a spatially uniform total of outgoing sensible heat and 

long-Kave radiation. Since the outgoing long-Kave component Kill vary 

from place to place by only a feK percent due to variations in ground 

temperature (loKer nearer the coast) it folloKs that the assumption of 

horizontally uniform heat flux is a good approximation. It is this 

heat flux Khich drives the growth of the TIBL - there are no other 

forcing mechanisms. Consequently, it makes little sense to 

differentiate between sources of buoyancy or excess temperature as 

Kerman et al. do. There is just one source - the sun. Their concept of 

equilibrium height is believed to be a misconstrual of the transient 

period following the onset of onshore floR, during nhich time the 

near-shore land temperature adjusts downward to restore the balance of 

terms in the local heat budget. Following this period, if steady state 

were to be reached, one would expect to find the local land-air 

temperature difference roughly constant for any downwind distance (out 

to several kilometres), consistent with a spatially uniform sensible 

heat flux. The land temperatures would therefore exhibit a positive 

horizontal gradient with distance from the coast, matching that of the 

air. Experimental evidence of this at Kwinana was documented in 

Section 3. 4.1. This evidence, coupled with observed and modelled rates 

of soil temperature adjustment, also suggests that the transient 

period may be quite short (approximately half an hour) so that use of 

a steady state TIBL equation would not introduce significant errors 

overall. 

Misra and Onlock (1982) state explicitly that the sensible heat flux 

varies with doRnRind distance in the TIBL, such that w. stays roughly 

constant. They refer to Venkatram (1977) for the basis of this 
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statement. HoRever, Venkatram gives no such basis. Rather, he assumes 

constant land and Rater temperatures for simplicity, recognising this 

as a source of error but arguing that it should be acceptable in the 

context of his numerical study. 

The short discussion note by Reisman (1976) lends strong support to 

the assumption of constant heat flux rather than constant land 

temperatures. He points out that the constant land temperature 

assumption leads to the unrealistic prediction that atmospheric 

stability increases inland (as the air Rarms). This argument is an 

alternative expression of the local heat budget argument given above. 

Venkatram (1986) presents a derivation of TIBL groRth formulae Rhich 

(neglecting coefficient values) reduce exactly to (5. 6) if a constant 

surface heat flux is assumed. He discounts the value of this 

simplified formula for two reasons: 

(i) because surface heat flux data are unlikely to be available in 

practice, and 

(ii) because the formula does not predict an equilibrium height for 

the TIBL as proposed by Kerman et al. (1982). 

The first of these objections is difficult to sustain in relation to 

serious atmospheric dispersion studies, given that the surface heat 

flux is a key parameter (as described in Section 1. 2) and may be 

computed from routinely available data. The second objection is 

discounted here on the basis of the foregoing review of the paper by 

Kerman et al. (1982). Having adopted the concept of an equilibrium 

height, Venkatram proposes that its value be determined from a mixed 
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layer model which requires surface heat flux as an input variable. The 

proposed model is identical to that Khich forms the basis of (5.6), 

expressed in temporal terms (i.e. Rith advective terms neglected). It 

would be more meaningful to consider a single model Kithin which 

advective terms dominate in the near-field and temporal terms dominate 

in the far-field, as has been done by Steyn and Oke (1982) (described 

below). Venkatram' s proposal to employ an independent modelled 

estimate of equilibrium height is inappropriate to sea breeze flows in 

which case the modelled inland mixing depth and temperature structure 

bear no direct relation to those of the onshore flow. 

Stunder and SethuRaman (1985) have evaluated a variety of different 

TIBL formulations against tKo suitable field data sets in an effort 

to ascertain Hhich formulation performs the best overall. The selected 

data sets were from TIBL experiments over Long Island, New York 

(Raynor et al., 1979) and Kashimaura (Gammo et al.,1982). The reader 

is referred to Stunder et al. (1985) for a full discussion of the TIBL 

formulations, data and statistical methods. Two of the formulae are 

identical in form to (5.6), varying only in the value of the numerical 

coefficient. Plate (1971) used a coefficient of 4.0, while Reisman 

(1976) suggested 2.0, (compared Rith the value of 2. 72 used in (5.6)). 

The formulae of Raynor (1975) and Venkatram (1977), employing 

land-water temperature differences were also assessed. The conclusion 

draKn by Stunder and SethuRaman was that the formula of Reisman (1976) 

performed best overall, and notably for unstable and isothermal 

conditions (which encompasses the range of conditions of interest at 

Kwinana). This finding lends direct support to the form of (5.6) 

although the value of the coefficient is still in question. 
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Strong but less direct support for the form of (5.6) is also found in 

the Rork of Steyn and Oke (1982). These authors address the problem of 

determining mixing depths inland from the coast Rhere the TIBL merges 

into the daytime mixed layer. At these larger distances, both temporal 

and advective changes to mixed layer temperature are important. They 

also consider the influence of subsidence at the inversion base 

although this is found to be relatively unimportant. The method they 

employ is to obtain expressions for TIBL height and temperature jump 

Rhich are identical to those derived above (Rith a coefficient value 

of 2. 8 being almost identical to that in (5. 6)). These expressions are 

then differentiated Rith respect to doRnRind distance and substituted 

back into the material derivatives for mixed layer temperature, 

temperature jump and inversion heat flux, so that the time derivatives 

of these variables may be evaluated. Closure is obtained via the knoRn 

solution to the turbulent kinetic energy equation in convective 

conditions, namely H,; = CKH,, Rhere H,i and H. are the sensible heat 

fluxes at the inversion base and surface respectively. 

The procedure of specifying the advection terms a priori must lead to 

errors in the solution for locations Rell doRnRind. In this model, 

advective effects are superimposed "instantaneously" over the region 

at each timestep, whereas in reality it takes considerable time 

(proportional to travel distance) for advective effects to propagate 

inland, Rith significant modification occurring on the Ray. 

The model verification results presented by Steyn and Oke both relate 

to sites close to the coast (5 to 15 kml. It is quite apparent from 

the results, Rhich shoR significant daytime decreases in mixing depth, 
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that the advection terms are dominating the solution for these short 

doRnwind distances. It Rould be instructive to vieR the results from a 

model run with the temporal terms deleted, to see if there is any 

significant difference. 

As specified in Chapter 1, the modelling exercise in this Study is 

limited to the local scale, Rith downwind distances beyond 15 km from 

the coast not being considered. It is reasonable to assume that the 

advection of cool marine air over this area would be the dominant 

influence on mixing depths, and hence the simple TIBL formula of (5.6) 

should perform almost as well (and certainly quicker) than a 20 model 

incorporating temporal terms. 

Based on the above argument, the excellent comparison of modelled and 

measured TIBL heights described by Steyn and Oke may be taken· as an 

almost direct verification of (5.6). Furthermore, since the first of 

the field data sets employed by Steyn and Oke was that from Nanticoke, 

as used by Kerman et al. (1982), the argument for adopting (5.6) in 

preference to the model proposed by Kerman et al. (1982) is also 

substantiated. 

In summary, the TIBL formula (5.6) appears to have strong theoretical 

and experimental support. The value of the numerical coefficient 

should ideally be fixed with reference to the underlying theory, as 

Ras done in the derivation of (5.6). There is a degree of subjectivity 

in the determination of the TIBL height from experimental data, as 

noted by Stunder and SethuRaman (1985), Rhich reflects directly on the 

inferred numerical coefficient. This matter will be discussed in the 
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light of the results of field experiments described in the next 

Section. 

5. 2 FIELD INVESTIGATIONS OF THERMAL INTERNAL BOUNDARY LAYER FORMATION 

The TIBL formula (5.6) was utilized in the KAHS dispersion model with 

reasonable confidence, based on the results of a tracer experiment 

which will be described in the next Chapter. However, there was no 

opportunity to directly validate the formula prior to the completion 

of KAMS. The opportunity to validate the formula came in 1983 as part 

of an air quality study at Bunbury, Restern Australia. Bunbury is a 

city and regional centre situated on the coast approximately 130 km 

south of Kwinana. The area is influenced by the same synoptic weather 

patterns as Kwinana and experiences a similar sea breeze climatology. 

Roughness length in the Bunbury area was determined (from tower wind 

speed profiles) as 0.25 m, compared with 0.1 mat Kwinana. Two field 

experiments, performed on the 3 February and 22 February, 1983, are 

discussed in this Section. This discussion is preceded by a brief 

outline of similar field experiments reported in the scientific 

literature. 

5.2. 1 REVIER OF EXPERIMENTAL STUDIES 

There have been a number of major field investigations in other 

countries of the shape of TIBLs and of the shoreline fumigation 

process. It is worth briefly noting the techniques employed to 

determine the shape of TIBLs, some of which have been employed in 

field studies to be discussed later in this Section. 

-150-



The Brookhaven National Laboratory have been investigating coastal 

boundary layers for a decade or more. A good discussion of procedures 

is given by Raynor et al. (1979). Their principal technique involved 

the use of a sailplane variometer mounted on the wing of a light 

aircraft to provide a measure of vertical turbulent fluctuations 

encountered during horizontal traverses inland from the coast. The 

variometer senses pressure fluctuations associated with the buffeting 

effect of the turbulence and provides a rapid response analog output 

for recording purposes. SethuRaman et al. C 1979) provide a 

comprehensive description of the variometer and of its use by the 

Brookhaven National Laboratory. By flying traverses at successive 

altitudes, the growth of the boundary layer (identified by the 

transition from smooth to turbulent air) was mapped and evaluated. 

Other data collected included radiometric water and land temperatures, 

vertical atmospheric temperature profiles, pilot balloon soundings and 

low-level turbulence measurements. Raynor et al. (1979) collected data 

for a large number of experiments under different meteorological 

conditions and tested their TIBL formula, which is very similar to 

( 5. 11), with moderate success. 

Gammo et al. (1982) conducted a series of experiments similar to those 

reported by Raynor et al. (1979), but using a sonic anemometer and a 

hot wire anemometer to measure turbulent velocities. The data was used 

in the same fashion to map the growth of boundary layers. The 

previously mentioned analysis of TIBL formulae by Stunder and 

SethuRaman (19851 utilized the data of Gamma et al. (19821 and Raynor 

et al. ( 19791. 
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Details of the Nanticoke Shoreline Diffusion Experiment are given by 

Portelli (1982). These experiments did not use aircraft to determine 

the TIBL shape but instead relied on tethered sondes, mini sondes and 

acoustic sounders. In addition, a comprehensive range of 

meteorological variables were measured to allow determination of 

turbulent fluxes via several alternative methods. 

5.2. 2 EXPERIMENTAL METHODS 

The key element of the experiments conducted at Bunbury was the use of 

an aircraft-mounted sailplane variometer to map the groRth of TIBLs 

inland from the coast, folloRing the method of Raynor et al. ( 1979) 

described in the previous Section. The variometer used in this Study 

was a BORGFLT model HB-1-AV Rhich Ras modified to produce a voltage as 

Rell as an audible signal. The variometer Ras placed inside the 

aircraft and Ras connected to a static pressure head mounted under the 

Ring. The voltage output from the variometer Ras passed through a 

high pass filter Kith a time constant of approximately 18 seconds and 

then recorded on a single chan·nel chart recorder. The high pass filter 

Ras used to eliminate the larger timescale fluctuations due to pilot

induced movements of the plane. 

Figure 5. 2 shoRs the static pressure head being fitted under the Ring 

of a Piper Cherokee, and Figure 5. 3 shoRs the instrumentation, 

including the variometer unit, a strip chart recorder and a data 

logger. In practice, the chart recorder proved to be sufficient, 

providing an excellent visual record. 
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FIGURE 5.2 VARIOMETER STATIC PRESSURE HEAD UNDER 
AIRCRAFT WING. 

FIGURE 5.3 VARIOMETER AND OTHER INSTRUMENTS INSIDE 
THE AIRCRAFT. 

-153-



KEY: 
RESIDENTIAL/ 

COMERCIAL 

INDIAN OCEAN 

e 
I 

FIGURE 5.4 SUNBURY LOCATION MAP SHOWING 
AIRCRAFT FLIGHT PATHS 
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The procedure employed to map the growth of TIBLs was attractively 

simple. A series of flight paths were first established on a base map 

of the Bunbury area, as illustrated in rigure 5.4. The capital letters 

marked along the flight paths denote landmarks (e.g. the coastline, 

major roads, etc.} which Here easily recognisable from the air. A 

single experiment consisted of several constant speed traverses by the 

aircraft along the flight path (or part thereof) at selected altitudes 

Rithin the onshore flow. The variometer output was recorded on the 

chart recorder for each traverse, as shown on the sample trace in 

rigure 5. 5. Event marks were also recorded on the chart by manually 

r--EYENT M:RKS FOR REFERENCE LANDMARKS-----,. 

L M 

I 

: . 

l 

TIBL---311,o 

FIGURE 5,5 SAMPLE OUTPUT FROM VARIOMETER 
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triggering the recorder event marker at the time Rhen the aircraft Ras 

directly above the landmarks. 

these event marks. 

Landmark codes are shoRn adjacent to 

The sample trace graphically illustrates the change in atmospheric 

turbulence as the aircraft passes from stable marine air into the 

TIBL. Given the distance betReen landmarks, the distance from the 

coast at Rhich the TIBL turbulence reaches the particular altitude of 

the traverse is easily determined. Hence the shape of the TIBL may be 

determined from sequential traces at a range of altitudes, provided 

the meteorological conditions do not alter significantly during the 

experiment. Experiments completed Rithin about one hour Rhen the 

onshore flow is well established are expected to provide reliable 

information. 

The distance data from the two experiments were subsequently 

transformed from flightpath distance to downwind distance, given the 

Rind direction from the meteorological station (described later) and 

the shape of the coastline. The flightpaths across Leschenault Inlet 

required special treatment, 

Sections. 

On the 22 February 1983, 

as Rill be discussed in the following 

some difficulty was experienced in 

interpreting the TIBL data as it was being recorded. An alternative 

method involving spiralling the aircraft around a fixed ground point 

was successfully utilized, although the two data points obtained in 

this way are not expected to be as accurate in terms of distance from 

the coast. 
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The temperature lapse rater in the onshore floR was measured before 

and after the TIBL mapping experiments by spiralling the aircraft 

upwards just offshore, commencing close to the water. Data from a 

wing-mounted temperature sensor (designed and calibrated by Murdoch 

University staff) were recorded on the chart recorder together with 

manually actuated event marks at 100 feet intervals of altitude. 

Vertical profiles of temperature, Rind speed and wind direction over 

the land were obtained from hourly releases of slow-ascent radiosondes 

which were tracked by the double theodolite method. The wind profiles 

were of primary interest, providing estimates of wind speed throughout 

the TIBL and the bulk of the onshore flow. The temperature profiles 

provide a useful independent estimate of TIBL height to support 

aircraft observations. The radiosonde release point is marked on the 

map in Figure 5.4. 

Although attempts were made to run an acoustic sounder during the 

experiments, this instrument did not function satisfactorily and 

therefore provided no usable data. 

Surface meteorological data was provided by a base meteorological 

station, located as shown in Figure 5.4. This base station was 

identical to that installed at Hope Valley during KAHS, as described 

in Section 2.3, with the additional measurements of incoming long-nave 

radiation (via a pyrgeometer) and precipitation rate (via a tipping 

bucket rain gauge). Virtual heat flux and stress were calculated via 

the heat budget method and verified by the tower profile method, as 

described in Chapter 3. 
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5. 2. 3 EXPERIHENTAL RESULTS 

The field experiments performed on the 3/2/83 and 22/2/83 Rere 

identical in design, and so the results Rill be discussed together 

beloR. 

Figure 5.6 ShORS the synoptic pressure patterns on the tRo 

experimental days, as supplied by the CommonRealth Bureau of 

Heteorology. On the 3/2/83, a high pressure system Ras moving eastward 

across the Great Australian Bight, Rith a cold front approaching the 

State from the south Rest. Rest to north Rest Rinds ahead of the front 

Rere Rell established by early afternoon, Rith a sea breeze floR 

superimposed on the onshore floR. The map for 22/2/83 shows a high 

pressure system ridging eastRard across the Bight, producing east to 

south-west floR across the south west corner of the State. These 

conditions are conducive to the establishment of a sea breeze along 

the south west coast, as occurred on this day. 

3/2/83 0800 WSl 22/2/83 0800 WSl 

FIGURE 5.6 SYNOPTIC PRESSURE PATTERNS FOR EXPERIMENT 
DAYS (COMMONWEALTH BUREAU OF METEOROLOGY) 
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Vertical temperature and Rind vector profiles obtained from the 

radiosonde releases are plotted in Figure 5. 7 ( al to ( d). Examination 

of the Rind profiles confirms that the tRo experiment days differred 

quite distinctly. On the 3/2/85, onshore flow was established over the 

full vertical range of interest (1 km), ahead of the advancing cold 

front. The profiles still reveal a wind speed maxima around 400 to 500 

metres height however, indicating the superimposed forcing of a sea 

breeze. The temperature profiles also reveal the development of a cool 

sea breeze. The wind profiles on the 22/2/83 show a typical summer 

pattern, with a sea breeze penetrating beneath south easterly flow. 

The temperature profiles for this day are similarly typical of sea 

breeze conditions. The sea breeze/synoptic flow interface, centred 

around 400 metres height, is characterized by a strongly stable 

temperature gradient, with an overall potential temperature increase 

of about 2~c across the interface. Very similar sea breeze structures 

were observed at Kwinana during KAMS, and the sea breeze interfaces 

were found to present strong barriers to chimney plumes. 

Even though there is a marked difference in wind vector profiles on 

the two days, this difference has no major impact on the development 

of TIBLs. On both days there was a strong stable layer at the top of 

the sea breeze flow which would tend to inhibit the growth of a TIBL 

when it had reached that height. 

Temperature profiles obtained by aircraft spirals just offshore at the 

start and end of experiment periods are plotted in Figure 5.8 (al and 

(bl. llith the exception of the 1410 profile on 22/2/83, these profiles 

show a close resemblance to those from the radiosondes, without the 
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effects of surface heating over the land. The 1410 profile on the 

22/3/83 shows an unstable warmer region below 300 m, not present in 

the sonde profile, which must be presumed to be due to erroneous data. 

Neglecting this anomaly, it may be observed that the profiles up 

to 300 metres ( and sometimes higher) are close to isothermal, i.e. 

r z 0.0098 °C/m. This observation is consistent with findings in KAMS, 

where a figure of r = 0.0090 was chosen as representative for well 

developed sea breezes. The sea breeze data presented by Kerman et al. 

(1982) also reveal isothermal profiles in the sea breeze flow before 

it encounters the land, as do the aircraft observations offshore from 

Perth reported by Malker and Allen (1975). Isothermal profiles in the 
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sea breeze appear to be a characteristic of this mesoscale flow, 

providing a useful "rule of thumb" for dispersion modelling. 

Table 5. 1 gives the important meterological parameters for the two 

study days, obtained from the meteorological base station. The 

parameters have been averaged over the experimental period for each 

day to give the most representative values for use in calculating TIBL 

heights. The layer mean Rind speeds C U1 a r, r) Here obtained from the 

radiosonde profiles up to 300 metres height. 

TABLE 5. 1 METEOROLOGICAL PARAMETERS AVERAGED OVER 

EXPERIMENTAL PERIODS. 

Meteorological Experimental Day 

Parameter 3/2/83 22/2/83 

Hv (ff/m2) 257 471 

Direction ( deg. l 295 259 

IJ 2 7 (m/sec) 4.7 6.2 

T21 ( • C) 26.7 23. 1 

IJ1a,1r ( m/ sec) 7.6 6.2 

It is of interest to note that the layer mean wind speed on the 

22/2/85 ( when the sea breeze/ gradient wind counterflow was 

established) was the same as the tower measurement at 27 metres, which 

in turn was 1. 33 times the 10 metre measurement. Sea breeze 

observations at Kwinana during KAMS (described in Chapter 6) led 

to the adoption of a rule of thumb for layer mean winds, namely 

IJ1a,,r z 1. 2 U,o. The indication of a larger coefficient for Bunbury 

is consistent with the greater roughness of the Bunbury site. Such 
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rules of thumb fail when the counter flow is not present aloft. 

The shape of the TIBLs observed on the two field days are plotted in 

Figure 5. 9 (al and ( bl as points with error bars. The vertical error 

bars represent altitude uncertainty due to altimeter accuracy and 

pilot error. The horizontal error bars are a composite estimate 

including inaccuracies in timing of event marks, determining the start 

of the TIBL on the recorder trace, and in the wind direction estimate 

used to adjust the distance scale to represent doRnRind distance. 

The point signified by dashed error bars Ras obtained during a 

transect across Leschenault Inlet, and will be discussed later as 

a special case. 

5. 2. 4 DISCUSSION OF RESULTS 

The TIBL shapes, calculated from (5.6) with the above data, are 

plotted as full lines in Figure 5. 9 (al and (bl. (A simple check shows 

that the HIBL effect is negligible). 

The tRo sets of data have distinct characteristics and so Rill be 

discussed separately. 

The first experiment, 3/2/85, ran very smoothly, with all of the TIBL 

height observations coming from horizontal aircraft transects. 

Distinction betReen stable onshore flow and the TIBL was very easy 

since the stable air extended over the full height of interest (i.e. 

there was no turbulent offshore synoptic floR aloft). 
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A visual examination of the observed and predicted TIBLs reveals that, 

Rhilst the shape of the two are similar, the height of observed 

turbulent activity extends well above the predicted TIBL envelope. 

However, the results of Gammo et al. (1982) indicate that the observed 

disparity is to be expected. They observed that the boundary layer 

shape defined by the onset of turbulent activity during a horizontal 

aircraft transect was higher than that defined by a measurable change 

in air temperature (caused by heating within the TIBL), by a factor of 

approximately 1. 4. The explanation offered by Gammo et al. is 

difficult to follow, but can be restated as folloRs. Figure 5. 10 

shows, for the current model, the idealized temperature profile ( full 

line) and the expected actual profile (dotted) at a distance x 

doRnRind of the coast. 

z 

_ ... ... -
H00n TENPfRATURf 
PROFILE Cf'\JlL LIN£) 

EXPECTED ACTUAL 
TEMPERATURE PROFILE 
CDOTTED LINE) 

X 

FIGURE 5. 10 TIBL TEMPERATURE PROFILE: 
MODELLED AND ACTUAL 
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The two differ in that the actual interface at the TIBL top Rill not 

be a sharp step but rather a thick smeared layer, similar to that 

Rhich appears above a one-dimensional Rell mixed layer as described in 

Section 4.6. A variometer Rould detect turbulence as soon as the 

aircraft encounters the top of this thick interface (i.e. the dashed 

boundary layer in Figure 5. 10), whereas a temperature sensor Rould not 

record a discernable change until some further distance doRnRind. It 

is not unreasonable to assume that the boundary layer shape defined by 

discernable temperature changes Rill approximate to that of the 

idealized model. Temperature increases above the background value Rill 

certainly be detected Rithin the loRer half of the interface. 

On the basis of the above assumption and Gammo' s observations, a 

dashed line has been draRn on Figure 5.9 (a) to represent 1.4 times 

the predicted (ideal) TIBL height. This line clearly fits the 

observations very Rell. Renee, even though there is some uncertainty 

associated Rith the assumption, the basic reason for the difference 

betReen observations and predictions is quite clear. 

The radiosonde profiles for this day provide a degree of independent 

support to the analysis above. If Re again define the ideal TIBL 

height to be the centre of the stable interface above the Rell mixed 

layer, Re obtain a representative TIBL height of 250 ± 50 m from the 

three sonde profiles. Given that the radiosonde location Ras 5 to 6 km 

doRnRind from the coast, this estimate of TIBL height has been plotted 

in Figure 5.9 (al and can be seen to lend strong support to the model 

prediction, in the same Ray that radiosonde profiles supported the 

Rell mixed layer model predictions rather than acoustic sounder 
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records in Section 4. 6. In other- Ror-ds, the var-iometer- appears to 

provide a measure of turbulent activity similar to an acoustic 

sounder-, but the turbulent activity at its upper extent is not 

indicative of strong mixing 

radiosonde profiles. 

as is clearly evidenced by the 

Having identified tRo alter-native measures of TIBL height, varying by 

about 40%, we must decide which form is appropriate for- use in 

dispersion models. In their comparison of different formulae, Stunder

and SethuRaman (1985) chose to adopt the "turbulence definition" (i.e. 

as measured by a variometer), although their diagramatic 

representation of temperature profiles are not consistent Rith this 

definition; they show a fully mixed TIBL with constant potential 

temperature. (Fortunately, the choice of TIBL definition does not 

affect their inter-comparison. of different formulations. l It may be 

argued that the choice of TIBL definition should be dependent on the 

use to Rhich it is to be put. In the next Chapter, we will develop an 

empirical scheme for describing the rapid vertical mixing of smoke 

plumes after they inter-sect the TIBL. Since the idealized model 

description of a TIBL gives the best objective estimate of the height 

to Rhich strong mixing penetrates, it is believed to provide the best 

measure of TIBL height for dispersion modelling purposes. 

The quality of experimental results and the accuracy of model 

predictions for- the 3/2/83 experiment compare very favourably with 

those published for other TIBL experiments (i.e. Raynor et al., 1979; 

Stunder and SethuRaman, 1985), although a thorough comparison is 

difficult due to the different analytical procedures used and the 
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limited amount of data presented in accessible form in the literature. 

The data obtained on the 22/2/83 has proven to be of limited value for 

analysis of TIBL grolfth, for the follolfing reasons. Information from 

the radiosonde station on the sea breeze depth Ras not available to 

the scientists in the light aircraft. Furthermore, there Kas no other 

reliable measure of sea breeze depth obtainable from the aircraft. 

Consequently, these scientists (including the author) experienced 

great difficulty in differentiating betKeen the turbulence in the TIBL 

and that in the synoptic easterly flolf above the sea breeze. Huch time 

Ras lost in attempting to define the situation and even then, the need 

for lolf level transects (belolf 200 ml near the coast Ras not 

recognised. 

Only four reliable data points lfere able to be extracted from the 

variometer traces; these are plotted on Figure 5.9 (b). Of these, the 

tRo points at 275 m altitude are the most reliable having been 

determined from a transect below the sea breeze interface. The point 

at 245 m Ras obtained from a vertical spiral, but the determination of 

the onset of turbulence by this method Ras quite subjective. The 

uppermost point Ras transposed horizontally by subtracting out the 

travel distance across Leschenault Inlet (as indicated by the dotted 

line). This procedure is believed to be a simple but physically 

realistic Ray to account for stagnation of TIBL grolfth across an 

inland Kater body, hoRever further verification is required. 

The sea breeze interface determined from the radiosondes is plotted in 

Figure 5.9 (bl. The sonde profiles also shoR a moderately stable 
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region below the interface (above 230 m) which is consistent with 

turbulent entrainment at the top of the mixed layer. 

The distribution of data points is not adequate for the task of 

defining the TIBL shape. All data points fall within the moderately 

stable region mentioned above, at which level the growth of turbulent 

activity is suppressed by the strong sea breeze interface. It is not 

clear at what distance downstream the TIBL reached this level, and 

therfore it is difficult to comment on the significance of the 

apparently better correspondence of data points and theoretical 

prediction compared to the 3/2/86 experiment. However, on the basis of 

these results it can be argued that the most objective procedure for 

dispersion modelling is to allow TIBL growth according to (5.6) up to 

the base of the sea breeze interface. The subsequent erosion of the 

sea breeze interface has not been addressed in this Study. 

5.2. 5 SUMMARY OF FINDINGS 

In summary, it is apparent that the simple TIBL formula (5.6) 

describes the essential features of TIBL growth for the purpose of 

modelling shoreline fumigation. The formula has a sound theoretical 

base in the well mixed layer theory of Chapter 4 and has received 

experimental support both directly from the present Study and 

indirectly from other studies described in the scientific literature. 

Reliable field data may only be obtained from well designed, 

comprehensive, expensive field experiments, which no doubt explains 

the paucity of such data available for theoretical studies (e.g. 

Stunder and SethuRaman, 1985). Additional field experiments in light 
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sea breeze conditions are Rarranted to investigate the rapid groRth of 

the TIBL and its interaction Mith the sea breeze interface. 
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CHAPTER 6 

ATHOSPBERIC DISPERSION IN A COASTAL REGION 

The purpose of this Chapter is to present theoretical relationships 

and empirical procedures Rhich together form the foundation of a point 

source dispersion model. Section 6. 1 deals Rith general concepts 

appropriate to both coastal and inland situations, Rhilst Section 6. 2 

concentrates on description of the shoreline fumigation phenomenon 

introduced in Chapter 1. Experimental verification of a dispersion 

model employing all the theory and procedures outlined in these 

Sections is described in Section 6. 3. 

6. 1 GENERAL POINT SOURCE DISPERSION THEORY 

A description of general point source dispersion theory must be 

included here for completeness. However, as identified in Chapter 1, 

this topic is not a key area of investigation in this Thesis. 

Accordingly, this Section will simply present selected information as 

opposed to providing a critical revieR of alternative methods. The 

relationships Rill be, in the main, those adopted for use in the KAHS 

dispersion model DISPHOD, which Rill be described in Chapter 7. 

Alternative relationships or methods Rill be mentioned only Rhere it 

is instructive to do so. 

It should be noted hoRever, that the capability of employing 

alternative relationships within DISPHOD to describe any of the 

meteorological processes which affect plume dispersion is one of the 
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strengths of the present approach. Rithin the constraints of the 

Gaussian plume method, there is scope for employing the comprehensive 

data output from the Nell mixed layer model to optimise the 

description of meteorological processes. In particular, the 

availability of u., 11'• (or Ll and 6e data facilitates the application 

of the bulk of recent advances in atmospheric dispersion theory. 

6. 1. 1 PLUHE RISE INTO NEUTRAL OR UNSTABLE AIR 

The heading "plume rise" is used to describe plume behaviour generated 

by its oRn momentum and buoyancy, out to that distance Rhere 

atmospheric turbulence becomes dominant and the plume disperses as a 

passive contaminant. 

For the case of neutral atmospheric stability, Briggs (1975) provides 

an analytical formula for plume trajectory 

( 6. 1 ) 

where the initial momentum flux and buoyancy flux parameters are given 

by 

( 6. 2) 

( 6. 3) 

and 1there: 

B is an entrainment coefficient z 0.6 

x is downRind distance 

P, is efflux density 

"• is efflux velocity 

b, is stack exit radius 

T, is efflux temperature 
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Equation ( 6. 3) includes the assumption that the plume· density and 

ambient air density at STP are almost equal. The second term in ( 6. 1) 

dominates as x becomes large, 

reRritten giving: 

in Khich case the equation may be 

2 = 1.6F113 U- 1 x 213 ( 6. 4) 

For most hot chimney plumes (6. 4) holds beyond a doKnRind distance 

equal to only a feR stack diameters, implying that initial plume 

momentum is unimportant apart from enabling the plume to clear the 

stack. 

6. 1. 2 PLUME RISE INTO STABLE AIR 

Briggs (1975) reaffirms his 1969 formula for plume rise into a stable 

constant density gradient, Rhich gives the final height of rise as 

6B = C2CF/(Us)l 113 (6.5) 

where C2 is a constant (z 2. 6) and s is a measure of the atmospheric 

stability defined as 

s = gr/ T ( 6. 6) 

The stack height Bot must be added to the estimates from (6. 1), (6. 4) 

or (6. 5) to give the total plume height Ba. 

6. 1. 3 PLUME PENETRATION OF AH ELEVATED TEMPERATURE INVERSION 

The erosion of radiation inversions and the formation of a stable 

elevated inversion layer ("lid") above a well mixed layer has been 

fully described in Chapter 4. Use of the modelled lid strength, t.e, in 

dispersion modelling was discussed in Section 4. 7. 
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Hanins (1979) gives the folloRing formulae to predict the fraction FR 

of plume material Rhich Rill be trapped under an elevated lid: 

FR= 0.08/P - (P-0.08), (0<FR<1) 

Rhere P = F/( Ug6e6H 2 /Tl 

( 6. 7) 

( 6. B) 

The field observations reported by Hanins (1985) support the use of 

these formulae. 

6. 1.4 PLUME LEVELLING IN NEUTRAL OR UNSTABLE AIR 

The formulae proposed by Briggs (1971} Rhich have gained most 

Ridespread acceptance for computing the final rise of plumes in 

neutral or unstable air are the folloRing: 

6H = 1 . 6 FI / J u- I ( 3. 5 X. ) 2 / J 

Rhere x• = 14F' 18 for F < 55 m4 s- 3 

x• = 34F 2
'' for F ~ 55 m4 s- 3 

( 6. 9) 

The plume reaches its final level at the doRnRind distance 3. 5x*. 

The above formulae Rill be used in the dispersion model in this Study. 

However there is a cause for concern in the form of the above 

relationship Rhich is clearly shared by Briggs (1975} himself, namely 

that levelling is described in terms of the plume buoyancy F alone, 

Rith no reference to the intensity of atmospheric turbulence Rhich is 

responsible for the transition of the plume to its levelled passive 

state. Briggs (1975} proposes two alternative formulae for the cases 

of mechanically and thermally dominated atmospheric turbulence: 

Mechanical: 

6H = 1.3(F/Uu .. 2 H1 + H,t/6H) 213 

Thermal: 

6H = 4. 3( F/U) 3 "( Hvg/( pCpT) J - 2 " 
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For the cases of mechanical and thermal turbulence, U• and Hv 

respectively determine the ambient turbulent energy dissipation rate, 

which may in turn be compared to the decaying plume turbulence 

dissipation rate to determine the plume height at which atmospheric 

turbulence dominates and levelling occurs. The results of this 

analysis are embodied in (6. 10) and (6. 11). Modified forms of these 

two equations are given by Hanna, Briggs and Hasker ( 1982). 

Meil and Brower (1984) report improved agreement with observed plume 

rise by using ( 6. 10) and ( 6. 11). If and when formulae such as ( 6. 1 0) 

and (6.11) are better verified and gain wider recognition, they may be 

easily incorporated in DISPMOD, 

available. 

6.1. 5 TRANSPORT OF POLLUTANTS 

since u. and Rv data are directly 

As described in Chapter 1, the current study is limited to a local 

scale of less than 15 km. The area of interest is part of a coastal 

plain with very few significant topographic features. As discussed by 

Kamst et al. (1980), there are still appreciable variations between 

the statistics of wind velocity recorded by the network of anemometers 

deployed during KAHS, primarily due to the change in surface 

characteristics at the coastline. These variations are believed to be 

of secondary importance in terms of their effect on the dispersion of 

plumes from coastal sources (i.e. secondary relative to other 

meteorological processes which affect dispersion, including shoreline 

fumigation). In order to proceed with the development of a shoreline 

fumigation model based on a conventional Gaussian plume approach, 
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Rind-field effects have been neglected. 

The variation of wind speed Rith height in the planetary boundary 

layer may be described by a power laR of the form 

U(zl = Udz/ztlP ( 6. 1 2 J 

Rhere subscript refers to a reference height (usually 10 metres). 

Irwin (1979 b) provides estimates for the exponent pas a function of 

both atmospheric stability and roughness length zo. 

6. 1.6 GAUSSIAN PLUME METHOD 

For a continuous point source, the general form of the Gaussian plume 

equation ( Turner, 1970) is: 

(6.13) 

Rhere X is concentration 

Q is source emission rate 

cr, is lateral standard deviation 

cr, is vertical standard deviation 

x,y,z are downwind, crosswind and vertical coordinates, 

respectively 

The general form of (6.13) is often expanded to include the barrier 

effects of the ground and an elevated temperature inversion above the 

mixing height h. "Reflection" of plume material at these two 

boundaries is achieved by addition to the last exponential term in 

(6. 13), so that expanded term becomes 

-177-



[ ( z-e,,.
2

] [ (z+H,]
2 7 [ (z-(2h-H,))

2
] exp -0. 5 --j + exp -0. ~.-- + exp -0. 5 

· O, Oz ' J Oz 

[ (
z+(2h-H,l)

2
] 

+ exp -0. 5 
Oz 

( 6. 1 4) 

Pasquill (1974) summarizes several field experiments in Rhich averaged 

crossRind plume profiles Rere analysed and concludes that, although 

individual profiles vary considerably, there is no good reason to 

adopt an analytical form different from Gaussian. The laboratory 

experiments of Hillis and Deardorff (1976) shoR that the Gaussian 

distribution adequately describes the ensemble averaged lateral spread 

of plume material for all doRnRind distances under convective 

conditions. This and subsequent experiments by the same authors have 

shoRn, hoRever, that vertical spread from an elevated source in 

strongly convective conditions cannot be adequately described as 

Gaussian. Further, Pasquill (1974) observes that vertical spread from 

a ground level source is systematically different from Gaussian, 

tending toRard an exponential form. Apart from the above tRo 

exceptions, the precise prescription of plume distribution, be it 

Gaussian or some similar form, is not as critical as a correct 

specification of plume spread o, and Oz. 

In the KRinana industrial area, ground level sources Rere not 

significant and therefore the Gaussian model capability is only 

suspect with regard to elevated emissions in unstable conditions. In 

terms of dispersion overland, the bulk of unstable conditions Rill be 

dealt Rith via special methods for dispersion in TIBLs, to be 

described in the Section 6. 2. For the balance of cases, vertical 

dispersion calculations Rill use the most appropriate estimates of Oz, 

but no alternatives to the Gaussian plume method Rill be employed. 
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6. 1. 7 ATMOSPHERIC STABILITY DETERMINATION 

Good summaries of the historical development of atmospheric stability 

classification schemes are given by Pasquill (1974), Hanna, Briggs and 

Hosker (1982) and others. This information Rill not be repeated here. 

The approach adopted in KAHS and summarized beloR Ras formulated to be 

consistent ( as far as possible) Rith Hanna et al. ( 1977). 

The input data file for DISPHOD includes the variables h, Hv (which 

together define R4), u., 10/L, and measured cr,. Accordingly, there is 

no justification for reverting to a stability determination such as 

that developed by Pasquill and Gifford (Turner, 1970). 

Hanna et al. (1977) recommend the use of measured cr, Rhere possible 

for the determination of cr,. Since cra data are available, this 

recommendation is easily accommodated. HoRever, alternative approaches 

Rere pursued for the folloRing reasons: 

i) in line Rith the Study objectives described in Chapter 1, it is 

desirable for the model to be applicable in situations Rhere 

reliable cre data are not available; 

ii) the analog Sigma Heter employed in KAHS had a maximum sampling 

period of three minutes, and therefore tended to underestimate cr, 

in convective conditions. (Hore recent microprocessor based data 

logging systems alloR cre to be calculated over the full data 

averaging period, e.g. 10 to 60 minutes). 

Two options Rere open for the application of the available data to 

classification of stability for dispersion modelling: 
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(a) use the Monin Obukhov length Land the knoRn roughness length zo 

to determine stability classes, folloRing the method of Golder 

(1972); 

( b) folloRing Irwin (1979a), use the data, together with 

experimentally determined relationships for planetary boundary 

layer turbulence, to calculate <Jv and cr.., ( and hence <Je = /Jv /U, 

cr. = cr..,/U), for use in determining cr, and cr, as described in the 

next Section. 

Option ( b) was chosen, to avoid the coarse resolution of stability 

classes and to take advantage of the RorldRide research effort aimed 

at relating plume spread (cr,, cr,) to atmospheric turbulence (<Ju, o.>. 

The results of experiments in the planetary boundary layer by Kaimal 

et al. ( 1976) and Caughey and Palmer ( 1979), and the analyses of 

Panofsky et al. ( 1977) and Hunt ( 1982), are summarized in Table 6. 1 in 

a form suitable for dispersion modelling: 

TABLE 6.1 EXPRESSIONS FOR Ov AND cr.., 

Expressions for crv: 

z/L < 0: /Jv = u .. (12 - 0.5h/L) 113 

z/L '.:! 0: Ov = 2. 3 U• 

Expressions for Ow: 

z/L < 0: Ow = 1 . 3 u. ( 1 - A) I I J 

where A = r3z / L, z < 0.08h 
t '.:! 0.08h 0. 24h/L, z 

z/L '.:! 0: Ow = 1. 3u .. 
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If the nocturnal boundary layer height is knoRn, the reduction of aw 

with height may be parameterized to match experimental observations in 

the stable planetary boundary layer (e.g. Caughey et al., 1979) 

6. 1. 8 ESTIHATING PLUHE SPREAD PARAHETERS 

In vieR of the selection of Option ( b) above for describing 

atmospheric stability, this Section will concentrate on methods 

relating o, and Oz directly to Oa and o. respectively. Discussion of 

Sigma curves based on stability categories are given by Hanna et al. 

C 1 982) and others. 

Taylor's ( 1921) statistical analysis of the spread of particles in a 

field of homogenous turbulence leads to relationships of the form 

Or,z = Ov,wT F,,z(T/'tL) ( 6. 1 5) 

where Tis travel time and 'tL is the Lagrangian timescale of the 

turbulence. The only information on the function F which flows 

directly from Taylor's analysis is that, for short travel times, F z 1 

and for long travel times, Fis proportional to T- 112
• 

Applying the transformations X = UT and Oe,e z Ov,w/U, (6. 15) may be 

reRri tten as: 

Or = a,X FrCT/'tL) 

o, = o.x Fz( T/i;L) 

( 6. 16) 

(6.17) 

To utilize these formulae we need estimates of o, and a., and an 

evaluation of Fr and Fz over all downRind distances (or travel times) 

of interest. 

Pasquill (1976) shoRed that, provided the sampling times for Oa and o, 

-1 81 -



are the same, a single form of F, Rill hold Ii. e. independent of 

sampling time). The same should be true in the vertical for elevated 

plumes. This finding eliminates the need for long sampling times in 

order to cover the full turbulence spectrum. 

The forms taken by F, and F, must be determined either from 

measurements of turbulence spectra, field observations of dispersion, 

or both. Pasquill ( 1976) provided a specification of F,, reproduced in 

Table 6. 2, in which a dependence of F, on travel distance x was 

assumed: 

TABLE 6. 2 VALUES FOR F,(X) FROH PASQUILL 11976) 

:x: ( km) 0. 1 0. 2 o. 4 I 2 4 1 0 > 10 

F, ( :x:) 0. 8 0. 7 0. 651 0. 6 0. 5 0. 4 0. 331 0. 33( 10/x) 112 

Irwin (1979a) fitted the following two-part expression to these 

values: 

F(x) = C(1 + .030sx· 4 '4 8 )l- 1 , x:::: 10 km 

F(x) = 0.333(10000/:x:) 112
, x > 10 km 

(6.18a) 

( 6. 1 8 b) 

where xis in metres. This formulation obeys Taylor's short and long 

travel time limits. 

The form of Fr is less certain. Pasquill ( 1976), although agreeing 

that the statistical theory is applicable to vertical dispersion of 

elevated plumes, did not provide a description of F, but suggested an 

interim continued use of the Sigma curves, corrected for surface 

roughness. The only explicit forms of F, for elevated sources 
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mentioned by Ranna et al. (1977) in their revieR paper Rere those of 

Draxler ( 1976), which take the form: 

Unstable: 

Stable: 

F,(t) = 1/(1 + 0.90(t/Ti) 0 ·'J 

F,(t) = 1/(1 + 0.945(t/Ti) 0
• 60 b) 

( 6. 1 9al 

( 6. 1 9 bl 

Hhere T1 is a measure of diffusion time required to reach Taylor's far 

field limit, evaluated as: 

Unstable: T 1 = 500 seconds 

Stable: T1 = 100 seconds. 

Rhilst Hanna et al. ( 1977) did not directly support these formulae, a 

subsequent comprehensive review of experimental data by IrRin (1983) 

showed that Draxler's formulae performed creditably and overall the 

best of the various options evaluated. Irwin's analysis also supported 

the simple form: 

Fz = 1 C 6. 20) 

for convective conditions. This expression, coupled Rith the 

convective limit of the formula for Ow in Table 6. 1 (i.e. Ow z 0. 6w.) 

has received strong support from Reil (1985) and others. 

An examination of (6.19a) and (6. 19b) reveals that they do not match 

well at the neutral limit. For the purpose of the current Study, 

modified versions of these formulae were adopted. These were designed 

to achieve two goals: 

(i) agreement with the important features of Taylor's statistical 

theory embodied in (6.19 a and b), and a close correspondence to 

these formulae in the ranges where they are believed to be most 

applicable (moderate instability, moderate to strong stability); 

(ii) a reasonable correspondence with the Pasquill-Gifford-Turner 

sigma curves (Turner, 1970) and Briggs sigma relations (Gifford, 

1975) ( corrected for surface roughness), which are still Ridely 
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recognised in regulatory modelling applications ( Hanna, 1982). 

The expressions which were adopted are as folloRs: 

Unstable/neutral: 

Stable: 

Fz(X) = 1/[1 + 0.018(x) 0
•

5
] 

F.< x) = 1 /[ 1 + 0. 098( x/30) El 

( 6. 21 al 

( 6. 21 bl 

where the exponent E varies linearly between 0. 5 and 0. 81 as the 

Honin-Obukhov scale 10/L varies from O to 3. The first of these 

expressions comes from Draxler' s expression for a median Rind speed of 

5 m/s, Rhile the second is an empirical expression designed to match 

( 6. 19 a) in the neutral limit and ( 6. 19 b) in the stable limit, again 

for a median wind speed of 5 m/s. Equation (6. 20) Ras reserved for the 

convective conditions encountered in thermal internal boundary layers, 

as discussed in the next Section. 

It is expected that improvements to the formulae for Fv and Fz Rill be 

forthcoming from future international research efforts, and it Rill be 

a trivial task to incorporate these in the model. A more detailed 

analysis of alternative formulae is beyond the scope of this Study. 

Hanna (1982) suggests a simple scheme for including the effects of 

buoyancy-induced spread in the estimates of a. and a., which entails 

setting both of these parameters equal to 0. 36H at the distance Rhere 

final rise is achieved and then calculating a virtual source location 

(e.g. from ( 6. 18a)) to give a matching value of a, at the final rise 

distance. A single virtual source cannot match both the a, and a. 

buoyancy-spread values. 
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6. 1. 9 SUHHARY 

The foregoing discussion has presented, Rithout exhaustive revieR, 

selected formulations for the various components required Rithin a 

conventional Gaussian plume dispersion model. Attention can now be 

focussed on one of the main developmental areas in this Study, namely 

the description of dispersion in onshore flows. 

6. 2 DISPERSION IN ONSHORE FLOHS RITH COASTAL INTERNAL BOUNDARY LAYERS 

Onshore winds have dispersion characteristics which are quite 

different to that of winds which have travelled over an expanse of 

land, as discussed by Lyons (1975). There are also significant 

differences to be seen within the general classification of onshore 

winds. The most obvious differentiation is based on whether the wind 

has been generated by synoptic or mesoscale pressure patterns (i.e. 

sea breezes). Sea breezes characteristics (e.g. time of onset, depth, 

strength} also vary significantly. An important area of future work is 

the classification of sea breeze characteristics in terms of synoptic 

and other external parameters. 

The onshore flow feature of particular interest in the present Study 

is the formation of coastal internal boundary layers and the impact of 

these on dispersion of chimney plumes from coastal industries. A brief 

introduction to the problem was given in Section 1. 2. 1 and portrayed 

in Figure 1. 5. 

An intuitive examination of Figure 1.5 reveals that the shoreline 
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fumigation process is Kell beyond the scope of standard procedures 

such as the uniform Gaussian plume description for continuous point 

sources. The rate of both vertical and horizontal diffusion changes 

quite suddenly as plume material enters a TIBL. A corresponding but 

less dramatic change in dispersion rate would be seen Rhen a plume 

enters an internal boundary layer dominated by mechanical turbulence 

(HIBL). McRae et al. (1981) correctly point out that atmospheric 

stability ( Rhich varies markedly from the marine air to the air within 

a TIBL or HIBL) cannot be meaningfully classified in the conventional 

Ray. 

For clar-ity, the ter-m "shor-eline fumigation" 'Rill be r-estricted to the 

effect of TIBLS, 'Rith the effect of MIBLS being consider-ed separately 

as a case of enhanced disper-sion. 

The basic reason for- the level of Rorld'Ride interest in the shoreline 

fumigation process is the potential of this process to produce high, 

localised, short term concentrations of pollutants at distances Kell 

beyond those which would be pr-edicted by conventional theor-y. Unlike 

the transient fumigation events associated Kith the erosion of 

radiation inversions, the shoreline fumigation process may persist for

a per-iod of a few hour-son any particular day, as noted by Ker-man et 

al. ( 1982). Dur-ing this per-iod the location of peak concentr-ations may 

move around over a Ride area downwind, as various meteorological and 

source parameters change. If the meteorology of a coastal region is 

such that a regular pattern of onshore winds occurs over a season or-

longer, then a particular locality downwind of the industrial sources 

may experience high level fumigation events as frequently as daily 
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over that time of the year. Such is the case at KRinana, Rhere sea 

breezes occur on more than 50% of days over the months of October to 

Harch (Hounam ,1945) and less frequently in the remaining autumn and 

spring months. This may be compared to the figures provided by 

Portelli et al. ( 1982) for the Nanticoke Study; 25% of days between 

April and September and 30% of days between Hay and July have the 

potential for shoreline fumigation. 

The inherent variability of the shoreline fumigation process, caused 

by variations in mean (10-30 minute average) meteorological and source 

parameters, calls for special procedures to investigate it. Portelli 

et al. ( 1982) show ( by implication) that this variability, and the 

localised nature of concentration maxima, renders investigation via 

fixed monitoring stations inadequate. Stunder and SethuRaman (1985) 

and Reisman (1976) point to the need for a model in Rhich the TIBL and 

source plumes are accurately described in relation to each other, and 

since these are independent fluid-flow phenomena, each must be 

independently and accurately described. Specifically, the model must 

be able to describe the important features of the fumigation process 

which are: 

( i) intersection of the plume and the TIBL and subsequent 

entrainment of pollutants into the TIBL; 

(ii) rapid vertical mixing of pollutants Rithin the TIBL 

(iii) enhanced lateral spread of pollutants within the TIBL. 

A corresponding description of enhanced dispersion within a HIBL is 

also required in the model. 
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6. 2. 1 REVIER OF SHORELINE FUHIGATION HODELS 

Lyons (1975) has provided a comprehensive revieR of plume dispersion 

in a coastal region Rhere TIBLs occur. The schematic on Rhich his 

fumigation model is based is reproduced beloR in Figure 6. 1. As can 

A. VERTICAL PlUME GEOMETRY 
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FXGURE 6.1 SCHEMATIC OF SHORELINE FUMIGATION 
MODEL CLYONS & COLEJ1973J LYONSJt975) 
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be seen from this schematic, Lyons considers the plume dispersion in 

three zones. 

In the first zone, prior to the doRnHind distance Xe, the plume 

disperses sloHly in the stable marine air, Hith cr,( s, xl and cr, ( s, xl 

determined for Pasquill' s stability class E or F (Hhere the parameter 

s implies stable atmospheric conditions). At Xe, the loHer edge of the 

plume encounters the groRing TIBL. (The loRer and upper edges of the 

plume are defined as minus and plus 2. 15 cr, from the plume centreline 

level H. respectively). 

In the second zone, the plume is progressively entrained into the 

groRing TIBL and mixed uniformly over the TIBL depth L(Xl (h in the 

current notation). At the same time, lateral spread is enhanced due to 

the strong convective mixing and so a modified value of cr, is used: 

cr,ds,x) = a,(s,x) + H,/8 (6.22) 

This form of relation Ras proposed by Turner (1970) to describe the 

lateral spread of an elevated plume as it is being fumigated to ground 

during morning inversion break-up. Rith this value of cr,, ground level 

concentrations are calculated in the normal manner for a vertically 

mixed Gaussian plume, except that the source strength is modified by a 

factor QF, being that fraction of plume entrained into the TIBL at a 

distance x, given by: 

QF = f:.<2n)- 112 exp(-p2 /2)dp ( 6. 23 l 

Rhere p = CL( x) - H,l /crz< s, xl 

Zone three commences after XE, the distance at Rhich all of the plume 
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has been entr-ained into the TIBL. Gr-ound level concentr-ations ar-e noR 

calculated fr-om the standar-d Gaussian for-mula for- unifor-m ver-tical 

mixing, except that the mixing height h continues to gr-ow downstr-eam. 

As the disper-sion in this zone is now completely deter-mined by the 

str-ong convective tur-bulence, a mor-e r-apid spr-eading r-ate must be 

used, giving gr-eater- values of later-al spr-ead 0 1 (u,x) (Rher-e the 

par-ameter- u implies unstable atmospher-ic conditions). Lyons employs a 

simple geometr'ic pr-ocedur-e ( Rhich is clear-ly displayed in Figur-e 6. 1) 

to define a vir-tual sour-ce xo' which lies between Xs and XE. Rith this 

new or-igin, later-al spr-ead Ov( u, x') is given by Pasquill' s cur-ves for

stability A or- B (i.e. unstable conditions). 

Hisr-a (1980) adopts a mor-e for-mal appr-oach to obtain an expr-ession for

the concentr-ation field within the TIBL, which depends on the 

pr-escr-ibed plume distr-ibution above and within the layer-. Rhilst this 

model avoids the somewhat ar-bitr-ar-y simplification to the later-al 

disper-sion calculation in Lyons' model, its r-outine application in 

disper-sion models is limited due to the computer- time which would be 

necessar-y to per-for-m the numer-ical integr-ation at each timestep. 

For- the purpose of modelling disper-sion in a coastal ar-ea over

extended per-iods of data (e.g. 12 months or- more) it is necessary to 

employ a description of shor-eline fumigation Rhich is r-elatively 

simple and which executes r-apidly. The scheme of Lyons (1975) is 

commendable in that it achieves these r-equir-ements whilst descr-ibing 

the essential featur-es of TIBL fumigation, namely the initial sloR 

plume spr-ead in stable mar-ine air-, r-apid ver-tical mixing of that par-t 

of the plume entr-ained in the growing TIBL, and enhanced lateral 
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spread of the plume in the TIBL. Experience Rith the use of this model 

has revealed tRo significant Reaknesses hoRever: 

(i) Lateral spread in the downRind half of zone two and all of zone 

three is under-predicted. Clearly, the lower plume segments 

entrained near Xs Rill have spread much Rider in the TIBL than 

those entrained further downstream; hence the cr,f associated with 

the latter (as used by Lyons) Rill under-predict the former. In 

particular, the virtual source as defined is too far doRnstream, 

being applicable only to the upper plume segments entrained near 

XE, not the total plume. 

(ii) Although vertical mixing within the TIBL is relatively strong, 

the assumption that the elevated plume is mixed instantaneously 

following entrainment is obviously an over-simplification. The 

maximum vertical velocities expected (Venkatram 1980b), would be 

about 0. 6w.. (e.g. about 1.Sm/sec in strongly convective 

conditions). Hence with a 5 m/sec mean wind, a plume at 200 

metres elevation would require at least 0.6 km travel before any 

ground level concentrations would be registered. Although the 

concept of instantaneous mixing has been widely employed (van Dop 

et al.; 1979, Misra, 1980), other reseachers have also noted the 

above-mentioned shortcoming (McRae et al., 

Onlock, 1982). 

1 981; Misra and 

In vieR of the above, a revised scheme for computing TIBL fumigation 

Ras developed, drawing heavily on the concepts laid down by Lyons, but 

incorporating an updated description of dispersion and fumigation 

consistent with the theory of previous Sections. 
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6. 2. 2 A MODIFIED SHORELINE FUMIGATION SCREHE 

The modified representation of shoreline fumigation Rithin TIBLs, 

Rhich Ras employed in DISPHOD ( KAHS, 1982), is sho1rn schematically in 

Figure 6. 2. The most obvious neR feature represented in Figure 6. 2 is 

the finite rate of vertical mixing in the TIBL. Pollutants entering 

the TIBL at Xs, Xx and XE are not mixed to ground until the plume has 

travelled an additional distance to XsF, X1F and XEF respectively. 
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FIGURE 6.2 PLUME GEOHETR~ USED TO HODEL FUMIGATION 
UNDER A TIBL <J<AHS., 1982) 
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These additional distances are evaluated as folloRs. The maximum 

vertical velocity scale, o,. z 0. 6R• defines a maximum angle of decent, 

o. z 0. 6H. /U. Hence, from geometry, Re can Rri te: 

XeF = Xe + he/<J• ( 6. 24) 

and similarly for XtF and !EF. This formulation ignores any change in 

dispersion rate Rith time or distance of travel; i.e. in 

( 6. 1 7) is constant at unity, as given by (6. 20) for convective 

conditions. 

Other researchers have also addressed the question of finite mixing 

rates within TIBLs. Stunder et al. ( 1985) have evaluated the 

theoretical study of convective mixing by Hisra (1982) and the tank 

study of convective mixing timescales by Deardorff and Rillis (1982). 

They find the application of results from both studies leads to 

significant under-estimates of the mixing rate observed in the 

Nanticoke Study (Portelli, 1982), and that the instantaneous mixing 

assumption fits the data reasonably well. This conclusion is 

surprising (in view of the fact that it is physically unrealistic) and 

suggests that there may be inadequacies in either the analysis or the 

data employed. The current scheme expressed in (6.24) is believed to 

be a good first-order correction to the instantaneous mixing 

assumption and, in view of all of the other uncertainties in the 

calculation procedure, it is doubtful Rhether more precise schemes are 

warranted. 

Rhere plumes have been released above the TIBL as shoRn in Figure 6.2, 

their levelling height H, ( = 6R + R, t) is computed from ( 6. 5). This 

height is limited to just less than the specified sea breeze depth, 

-193-



given the strength of the sea breeze inversion as discussed in Section 

5. 2. 3. 

The distance at Khich the levelled plume centreline intersects the 

growing TIBL may be obtained from { 5. 6) with h = H •. If, however, the 

plume has not reached its final level at this distance, the true 

intersection point must be found by equating (6. 4) and ( 5. 6) and 

solving for the distance by iteration.(Neglecting the effects of 

stability in computing the plume trajectory via (6. 4) is a minor 

source of error. l The plume may be assumed to level out in the TIBL at 

the height of intersection, in view of the strong convective mixing in 

the TIBL. 

Following Lyons (1975), Xs and XE are the TIBL intersection points of 

the upper and lower plume edges, defined as +2. 15 o, and -2. 15 o, from 

the plume centreline. Vertical plume spread o, is a function of X 

whilst the TIBL height is a function of distance from the coast, 

X + XCOAST, as shoKn in Figure 6. 2. Consequently, the intersection 

points must be obtained by iteration. (This procedure is a necessary 

generalization of Lyons' model, Khich only considers stacks 

immediately on the shoreline). Lyons ( 1975) suggests the use of a 

stable PGT category to obtain o, estimates. An alternative approach 

Hhich avoids the use of stability categories is to use specified 

values of Oo and o. in equations < 6. 16) and ( 6. 17). These values of 0 8 

and cr. may be calculated from the equations for stable floR in Table 

6. 1, Rhich in turn require estimates of u./U. By definition, 

Khere Co in this case is the drag coefficient over 

Rater, having a typical value at ten metres of 1. 3 x ,o- 3
. Therefore, 
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typical ten metre values of cra, and cr •• (Rhere subscripts refers to 

stable conditions) are 4.7° and 2. 7° respectively. These values give 

plume spread similar to that for Pasquill Category F. 

In practice, a NeRton-Raphson iteration for Xe and XE converges to 

Kithin 1% relative accuracy in about 4 steps. On the assumption that 

TIBL groRth is impeded significantly Rhen it reaches the sea breeze 

depth, XE is limited to the distance at Khich that occurs. 

Rithin Zone TKO, the ground level concentration at any doRnKind 

distance is due to the plume fraction Khich has fumigated to earth 

prior to and at that point. For example, the source strength Q 

appropriate to distance XxF Rill be determined by the fraction of 

plume entrained out to the distance Xx, given by (6.23) where x = Xx. 

The obvious effect of using (6. 24) is to introduce a time lag into 

the fumigation process. Another effect which follows directly from the 

first is the enhanced lateral spread in Zone TKo and beyond; this is 

achieved by alloRing the plume to spread according to cra in the TIBL 

over the fumigating distance (e.g. Xe to Xed. At Xe, the plume has a 

lateral spread 

cr,(s,Xe) = cra,XeF,(Xe) (6. 25) 

Kith F,( Xe) from ( 6. 18). Hence Re can solve for a virtual source 

distance 6Xe from 

cr,(s,Xel = cra6XeF,(6Xe) ( 6. 26) 

Rhere cra is the unstable TIBL value. The solution is performed 

iteratively, given an initial estimate 6Xe = cr,( s, Xe) /cra. Lateral 

dispersion at XeF is then computed from the virtual source at Xev, 

Rhere Xev ~ Xe - 6Xe. This procedure has the same sort of effect as 
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( 6. 22) used by Lyons but is physically more realistic for TIBL 

fumigation. 

As noted above, Lyons' scheme under-estimates lateral plume spread at 

ground level in the downwind portion of Zone Two and all of Zone Three 

because he uses only one virtual source ( for Zone Three only). A 

similar under-estimate would result if the above procedure was used to 

determine virtual sources for all points in Zone Two (up to XEFl as 

plotted in Figure 6. 3, curve (al, for values of meteorological 

parameters and stack location typical of Kwinana. To investigate this 

effect, a numerical exercise was carried out in which the plume in 

Zone Two was divided into fifty downwind segments, and the plume 

spread at any ground level location was calculated from the average of 

the mass- weighted variances of all those segments entrained to that 

point. The result is plotted in Figure 6. 3, curve (bl. This procedure 

is thought to give an accurate picture of TIBL fumigation but is 

clearly too unwieldly to incorporate into a dispersion model. Hence an 

empirical simplification was postulated, as follows. It is reasonable 

to presume that the effective virtual source for a plume well 

downstream in Zone Three Rill be somewhere close to Xtv, as it is from 

this point that the most concentrated pollutants spread into the TIBL. 

There seems therefore no justification for considering virtual sources 

beyond X1 v. Prior to X1 v, a simple interpolation scheme may be used to 

define virtual sources between Xsv and Xtv: 

Xv = Xsv + (Xtv - Xav)(X - XsFl/(XtF - XaFl ( 6. 27) 

There is no physical justification for this scheme and its 

acceptability must rest on its performance. As can be seen from Figure 

6. 3 ,curve(c), the scheme predicts ground level lateral spread which 
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closely approximates the numerical results. 

incorporated in the dispersion model. 

It has therefore been 

Buoyancy-induced spread, discussed in Section 6. 1. 8, has been 

neglected in the calculation scheme described above. The scheme is 

already complicated by iteration procedures and the determination of 

virtual sources, and it was thought that an additional procedure to 

determine a virtual source which accounts for buoyancy-induced spread 

should be avoided if possible. Alternative interpolation formulae 

(e.g. Pasquill, 1976) over-estimate plume spread near the final rise 

distance relative to the method of Hanna (1982) and have therefore 

been rejected for the present application. The scheme described above 

for calculating plume spread in stable onshore flow is by no means 

exact and it therefore seemed sensible to seek experimental evidence 

before further complicating the scheme. As will be described in 

Section 6. 3. 2, neglect of the specifics of buoyancy-induced spread 

appears to be an acceptable simplification. 

Rhilst the vertical mixing of pollutants in Zone 2 occurs at a finite 

rate, as described above, uniform vertical distribution of pollutants 

up to the mixing height (TIBL height) is still ~ssumed for any given 

downwind distance. These two assumptions may appear to be incompatible 

in the light of classical dispersion theory, but the uniform 

distribution assumption is nevertheless the most appropriate simple 

approach for modelling highly convective turbulence as found in TIBLs 

( Venkatram, 1980bl. 

In order to calculate the fraction QF of a plume which is mixed to 
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ground level at some downRind distance in Zone 2, it is first 

necessary to iteratively solve the reverse form of (6. 24) to determine 

the associated plume travel distance to the point of intersection with 

the TIBL (e.g. to determine Xa from Xe Fl. Equation ( 6. 23) may then be 

solved by numerical means. 

6. 2. 3 ENHANCED DISPERSION RITRIN A HECRANICAL INTERNAL BOUNDARY LAYER 

Neutral or stable conditions prevail over land in onshore flows at 

night or on very cloudy days, especially following rain. In this case 

the turbulent heat flux from the ground, Hv, will be close to zero or 

negative (i.e. downward) and a TIBL Rill not form. However, the 

mechanical internal boundary layer (HIBL), which forms over the land 

due to the change in surface friction, may have an important modifying 

influence on dispersion of chimney plumes. The growth of a HIBL is 

given by ( 5.10). 

It would be possible in principle to develop a plume dispersion scheme 

similar to that for TIBLs, in which the plume from an elevated stack 

impacts the HIBL at some downwind distance and is dispersed downward 

at a rate enhanced by the HIBL turbulence. The task would be more 

complicated than that for TIBLs however, as rapid vertical mixing 

cannot be assumed. Nevertheless the effect of HIBLs may still be 

significant, as it is intuitively clear that a plume which levels out 

high above the HIBL will disperse much more slowly than one which 

levels within the HIBL. The following simple procedure has therefore 

been adopted (see Figure 6. 4 for a schematic illustration). The 

distance of impact of the plume centreline with a growing HIBL is 
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given by: 

Xr = H, 3 [grU/(2.5u. 3 Tv)l - XCOAST ( 6. 28) 

ff e ROUld like to know the effective enhanced spread of a plume which 

has entered a HIBL somewhere between the stack and a distance X 

doRnwind of the stack. Figure 6. 4 shows that the lateral plume spread 

is determined inside and outside the HIBL by the respective values of 

crs (and similarly cr 0 for vertical spread). The superimposed dotted 

line shows identical plume spread at distance X, while progressively 

over-predicting spread for distances closer to the stack and 
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progressively under-predicting spread for distances beyond X. The 

effective value of aa Rhich Rould produce the dotted line is given by 

aa = Tan- 1 ((X1Tanaa1 + (X - X1)Tanaa2l/xl ( 6. 29) 

and a corresponding expression gives a •. This expression may be solved 

as part of the dispersion calculations at every model gridpoint or, as 

an efficiency measure, it may be solved once at the start of a 

timestep for a representative distance of interest ( taken as 10 km in 

the current Study). The loss of accuracy involved in the latter 

option is relatively small. As Rith procedures developed for TIBLs, 

this expression is quite empirical, but it will reproduce the 

essential effect of a HIBL, correctly differentiating between high and 

low plumes, enabling approximate but meaningful dispersion estimates 

to be obtained. 

6. 3 FIELD INVESTIGATION OF SHORELINE FUMIGATION RITHIN A SEA BREEZE 

As a part of KAHS, a field experiment Ras conducted on the 31/1/80 to 

investigate dispersion of a plume from a coastal power station in sea 

breeze conditions. The experiment followed an earlier experiment on 

2/3/78 in which the shoreline fumigation phenomena had been identified 

but Rithout adequate data to allow a quantitative investigation. The 

31/1/80 experiment Ras designed to provide a comprehensive data set to 

alloR an evaluation of dispersion models. 

6.3.1 EXPERIMENTAL METHODS 

The primary experimental method employed on the 31/1/80 Ras the 

release of sulphur hexafluoride ( SF& ) from the 137 m stack at the 
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KRinana PoRer Station and the sampling of SFo concentrations at a 

var-iety of doRnRind locations. Fr-eon1 1 gas Ras also r-eleased, but Ras 

a less r-eliable tr-acer- due to higher- background levels. 

The use of SF& as a tr-acer- in plume disper-sion studies is common and 

Rell documented (e.g. licRae, Shair- and Seinfeld, 1981). In the 31 /1 /80 

study, SF& Ras released into the base of the stack betReen 1400 and 

1430 hour-s at a constant r-ate of 0. 03 kg/sec. Sampling at each of 24 

doRnRind locations (Rhich Rill be identified in the discussion of 

results) Ras per-for-med manually by gr-adually filling a Hylar- bag Rith 

a hand oper-ated pump. Five bags Rer-e filled at each location over- a 

total elapsed time of 30 minutes. The star-t time of the fir-st bag Ras 

delayed beyond 1400 hour-s by a per-iod estimated to be (appr-oximately) 

the tr-avel time of the plume fr-om the stack to the sampling location. 

Hence ther-e is believed to be a r-easonable time cor-r-espondence betReen 

the sampling inter-val for- each location and the tr-acer- r-elease 

inter-val. 

Sample bags Rer-e taken immediately after- the exper-iment for- analysis 

on a gas chr-omatogr-aph at the University of Hester-n Austr-alia. Results 

of this analysis Rer-e tabulated as concentr-ations of SF& <ug/m 3
) for 

each sample location and bag. 

Black smoke Ras r-eleased fr-om the stack over- shor-t per-iods at 

pr-e-ar-r-anged intervals thr-oughout the exper-iment, to facilitate 

photography of the plumes. Photogr-aphs 11er-e taken Rith a 35 mm SLR 

camera, Rith a 35 mm Ride-angle lens, mounted on a levelled platform 

at the Hope Valley Base station Rith a recor-ded or-ientation. The 
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photographs Rere subsequently analysed via the method described by 

Halitsky (1961) to determine plume trajectories. 

SloR-ascent radiosondes Rere released at approximately 45 minute 

intervals throughout the afternoon from a site approximately 6 km 

directly inland from the poRer station and about 16 km doRnRind of the 

coast. The radiosondes were tracked via double theodolites, giving 

Rind vector profiles in addition to accurate temperature profiles. A 

second radiosonde release station Ras located at the coast a feR kms 

south of the poRer station in order to measure the undisturbed 

temperature and velocity profiles in the sea breeze. The recording 

equipment at this station unfortunately failed and no data Rere 

collected. 

The acoustic sounder located at the Hope Valley Base Station operated 

throughout the experiment, providing a clear indication of convective 

mixing. In addition, the Hope Valley Base Station provided continuous 

measurements of mean (10 minute average) meteorological data, allowing 

the subsequent computation of Hv and u. via the methods described in 

Chapter 3. 

6. 3. 2 DISCUSSION OF EXPERIHENT~L RESULTS 

The main synoptic feature influencing the meteorology on the 31/1/80 

was a high pressure system situated south Rest of the State and 

ridging eastward, directing south easterly floR across the south west 

of the State. The sea breeze front had crossed the coast before noon 

and the sea breeze Ras Rell established by 1400 hours, Rith Rind 
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speeds of 8-9 m/sec at 10 metr-es, fr-om a dir-ection of 220° (SR). 

The temper-atur-e and velocity pr-ofiles fr-om the inland r-adiosonde ar-e 

repr-oduced in Figur-e 6. 5. These pr-ofiles r-eveal a str-ong sea 

br-eeze/synoptic flo11 inter-face, appr-oximately 150 m thick, 11ith its 

base r-ising fr-om 300 to 400 m altitude bet11een 1335 and 1535 hour-s. 

The layer- belo11 the inter-face is Rell mixed in all pr-ofiles, and it is 

ther-efor-e appar-ent that the TIBL gr-oRth has been ar-r-ested by the sea 

br-eeze inter-face at this distance doRnRind (appr-oximately 16 km). The 

sea br-eeze inter-face is ver-y stable in all but the 1335 pr-ofile, Mith 

a potential temper-ature incr-ease of about 3°C fr-om bottom to top. 

A further point of inter-est Rhich ar-ises fr-om the sonde profiles (and 

Nhich Ras br-iefly mentioned in Chapter- 5) is the magnitude of 

velocities Rithin the sea breeze layer-. Rather than increasing 

monotonically Rith height, the Rind speed is r-oughly constant 

thr-oughout the layer-, Rhich has led to the adoption of a r-ule of thumb 

for mean layer- Rind speed: 

Uu,vER z 1. 2 Uto ( 6. 30) 

This r-ule holds only 11hen ther-e is a counter- flo11 of synoptic Rind and 

sea br-eeze. 

Hixing height inferr-ed fr-om the acoustic sounder- is plotted in Figure 

6. 6. Dur-ing the tr-acer- r-elease period the sounder indicated turbulent 

mixing up to above 400 m, indicating that the TIBL above the sounder-

had reached the sea br-eeze inter-face. Due to the angle of the 

coastline upRind of the sounder- location, the over-land distance is 

difficult to specify (being someRher-e betReen 5 and 14 km). 
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Three photographs of plume trajectory spanning the tracer release 

period Rere analysed to obtain an estimate of mean plume rise. The 

plume trajectories during this period, Rhich are plotted in Figure 6.7 

( al to (cl, Rere quite smooth Ri th an absence of looping behaviour, 

indicating that the marine air Ras gravitationally stable. The average 

plume rise at 1 km doRnRind of the stack Ras estimated to be 80 ± 20 

metres, as indicated by the composite plume envelope plotted in Figure 

6. 7 ( d). 

During the period of tracer release, the poNer station plume average 

floN rate Nas 126 m3 /sec at a temperature of 142°C, giving a buoyancy 

parameter value of F = 110 m4 /sec 3 from (6. 3). Substituting this value 

and a mean Rind velocity of 9.6 m/sec into Briggs neutral plume rise 

formula (6. 4) gives a predicted rise above stack height of 79 m. 
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Alternatively, if stable air Rith an isothermal lapse rate(. 0098.C/ml 

is assumed, then Briggs formula (6. 5) estimates a final rise height of 

85 m. The plume observations are consistent Rith either of these cases 

(and any intermediate stability) providing a high degree of confidence 

in the plume rise portion of the shoreline fumigation simulation. 

If the final rise height of the plume is taken as 80 m, then the 

calculated buoyancy-induced spread is o, = Oz = 24 mat the distance 

of final rise ( Hanna, 1982). The distance to the point of final rise 

is about km (estimated by comparing predicted rise heights Mith 

Figure 6. 7 and equation ( 6. 9)). The values of o, and Oz at this 

distance, calculated using cra, and o., Mith 10/L = 3, are 48 m and 

18 m respectively. The conservatively stable value of 10/L matches 

Lyons' ( 1975) use of stability category F in the onshore floM. A more 

realistic value of 10/L z 1, inferred by matching the sea breeze lapse 

rate Rith stability category E (Sedefian and Bennett, 1 980) and the 

stability category Rith 10/L for a very small roughness length 

( Golder, 1972) gives Oz z 26 m. The calculated value of o, more than 

accommodates the buoyancy spread, so that application of Hanna's 

( 1982) scheme is not Rarranted in this case. Similarly, the 

alternative calculated values of Oz straddle the buoyancy spread 

estimate, indicating that the uncertainty in the former is probably 

more significant (in terms of model accuracy) than the contribution of 

the latter. Rhilst it is difficult to quantify cr, and o, from Figure 

6. 7, the instantaneous plume Midths are consistent Rith the theory 

behind Hanna's ( 1982) scheme (i.e. plume Ridth z height of rise). In 

summary, there seems to be little point in further complicating the 

estimation of cr, and Oz to explicitly account for buoyancy spread. 
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This simplifying assumption Rould need to be revieRed for pollutant 

sources Rith plume buoyancy greater than that of the sources at 

KRi nana. 

Computation of turbulent fluxes and stability parameters for this 

experiment day Ras discussed in detail in Section 3. 4. 1 and presented 

in graphical form in Figure 3. 3 ( cl and < d). Important measured and 

calculated parameters for the experimental period are presented here 

in Table 6.3. Note that the three records are 10 minute averages 

commencing at the nominated time. 

TABLE 6.3 IMPORTANT MEASURED AND CALCULATED METEOROLOGICAL 

PARAMETERS FOR THE TRACER EXPERIMENT PERIOD ON 31/01/80. 

TIME Hv u. 10/L Tto Oto Direct. 

PERIOD R/m 2 m/sec ·c m/sec degrees 

1400-
593 . 779 -. 1 41 24. 8 8.0 223 

1410 

1 41 o-
621 . 856 - . 111 24. 4 8.9 220 

1420 

1420-
562 . 777 -. 1 35 24. 4 8.0 221 

1430 

No direct measure of r in the sea breeze Ras available due to the 

failure of the coastal radiosonde. A value of r = 0. 009 ( close to 

isothermal) has been chosen as a likely value because: 

(i) it Ras predicted by a mesoscale sea breeze model run for this 
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experiment period ( Rye, 1980); 

(ii) subsequent experiments at Bunbury and experiments described by 

other researcher-s ( Ker-man et al., 1982; Kalker and Allen, 1975) 

indicate that this figur-e is typical of cooling sea breezes 

(i.e . .rher-e the water temperatur-e is cooler than that of the 

offshor-e synoptic flow). 

Section 5. 2. 3. 

This observation .ras discussed in 

The data given above allow estimates ot TIBL heights to be made via 

( 5. 6). For the r-epresentative values Hv = 590 K/m 2 and U = 9.6 m/sec, 

TIBL height is given by h = 3.94 x112
. Taking the base of the sea 

breeze interface to be at 400 m, we can see that the TIBL trill grow to 

this level 10. 3 km downwind of the coast. Hence the acoustic sounder 

record described above is not inconsistent with predicted TIBL 

heights. The lower limit of downwind distance for the sounder 

location, 5 km, has an associated TIBL height of 280 m, but it is 

likely that the sounder would record turbulent activity at higher

levels as did the variometer described in Section 5. 2.4. 

For the purposes of simulating the shoreline fumigation pattern 

observed in the tr-acer experiment, the tracer concentration results 

were averaged over the half hour sampling per-iod and plotted as 

figures on the location map shown in Figure 6. 8. The reason for this 

averaging procedure .ras to minimise as far as possible the errors 

associated .rith estimating the travel time of the tracer material. 

Computer simulation of the observed dispersion pattern was performed 

by the model DISPMOD, which incorporates all of the shoreline 
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fumigation description outlined in Section 6. 2 and the general plume 

dispersion relations of Section 6. 1. A description of the structure of 

DISPHOD Rill be given in Chapter 7. It is sufficient to note here that 

the application of DISPHOD to the 31/1/80 experiment is an unambiguous 

test of the theory presented in this Chapter and Chapter 5. 

DISPHOD results are plotted on Figure 6. 8 as concentration isopleths, 

for comparison with the observed concentrations. The isopleths 

represent the average of three 10 minute model timesteps, employing 

the data of Table 6. 3, and hence are directly comparable to the half 

hour average observations. 

Although inadequacies can be seen in the spread of observation data, 

the general agreement between observations and predictions would have 

to be classed as very good. The location and magnitude of maximum 

concentrations appears to have been predicted fairly accurately, and 

certainly far better than the "factor of 2'' generally considered 

acceptable ( Hanna et al., 1977). Although the distribution of observed 

concentrations is far from smooth, the lateral spread of the predicted 

plume also appears to be representative. 

6. 3. 3 SUHHARY OF FINDINGS 

The shoreline fumigation model developed in this Chapter has been seen 

to exhibit a high degree of skill in simulating observed dispersion 

patterns from a coastal power station in sea breeze conditions. The 

success of this model points to the successful development of its 

various inputs and components, including the meteorological 
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measut"ements, calculated tut"bulent fluxes and stability pat"ametet"s, 

calculation of TIBL height and simulation of the fumigation of an 

elevated plume into the gt"oRing TIBL. 

The simple mechanistic appt"oach employed to desct"ibe the fumigation 

pt"ocess has tRo advantages: 

(i) it facilitates the incot"pot"ation of physical concepts Rithout 

the need fat' costly complex solution techniques; 

( ii) it is t"eadily incot"pot"ated into a model fat' long-tet"m 

simulations. 
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CHAPTER 7 

AN EFFICIENT GAUSSIAN DISPERSION HODEL FOR USE IN COASTAL 

OR INLAND AREAS 

The objectives of this Study, and the implications of these objectives 

in determining the direction of model development, Rere outlined in 

Chapter 1. In brief, a dispersion model meeting the following criteria 

Ras re qui red: 

( i) 

( i il 

efficient (i.e. relatively low computing costs for operation 

over long periods); 

flexible and robust (i.e. applicable to Ridely varying 

conditions and scenarios Rithout major changes to computer 

code); 

(iii) capable of application to both coastal and inland sites, Rith 

all important meteorological processes described to an 

acceptable level of accuracy; 

(iv) able to run on routinely available data as far as possible. 

The modelling exercise Ras completed in three parts, for reasons 

described in Section 1. 2. 2, but the final product may be vieRed as a 

package which fulfils the Study objectives and meets the above 

criteria. The heat budget and mixing depth models Rere designed with 

particular emphasis on criterion (iv). The final component (the 

subject of this Chapter) is a Gaussian plume dispersion model which 

utilizes the combined output of the heat budget and mixing depth 

models as input data, and incorporates the effects of coastal internal 

boundary layers described in Chapters 5 and 6. Development of this 
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model Ras achieved by incorporating segments for coastal effects and 

dispersion parameterization Rithin the frameRork of an existing 

efficient Gaussian dispersion model. 

The folloRing description of the final Gaussian dispersion model Rill 

be limited to a broad overvieR of the model structure and discussion 

of model features Rhich Rere designed Rith the Study objectives and 

the above criteria in mind. A summary of the model's performance 

against S02 measurements obtained during KAHS Rill also be presented. 

7. 1 STRUCTURE AND OPERATION OF THE HODEL DISPHOD 

7. 1. 2 OVERVIER OF HODEL STRUCTURE 

A block diagram of DISPHOD is included in Appendix D to provide an 

overvieR of the model's structure. 

The model structure folloRs simple conventional lines. The program 

control file sets the context of the model run, including the run 

period, a physical description of all sources including their location 

and distance from the coastline and the dimensions, resolution and 

reference location of the model grid. A full day's meteorological and 

emissions data is then accessed and dispersion calculations peformed 

for all sources (or groups of sources), for each model timestep (10 

minutes in KAHS). The model accumulates average concentrations and 

statistics of exceedences of nominated air quality standards for each 

grid point, and stores this information on disk once per day. A 

post-processing program accesses the disk file to produce contour 
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plots and tables of average concentrations and the 

statistics. 

exceedence 

In vieR of the previously stated objective that the model be 

applicable to both coastal and inland areas, considerable care was 

taken to build the special coastal dispersion features into the model 

in a modular fashion, and in a Ray Rhich Rould alloR these features to 

be disabled easily if the model Ras to be applied to an inland 

situation. The modular approach is shoRn in Appendix D. Nearly all of 

the mainline portion of the model dealing Rith onshore floR is 

contained in tRo discrete sections, one near the start of the timestep 

loop and the other Ri thin the central source loop. In the former 

section, the first step is a check to see Rhether the Rind is onshore 

or not, and all subsequent processing of coastal effects occurs only 

if a positive determination is made at this point. Conversion of the 

model to run efficiently for inland situations is simply achieved by 

disabling the determination of onshore flow. 

7. 1. 2 DESCRIPTION OF IMPORTANT FEATURES 

The theoretical basis for DISPMOD was set out in Chapter 6 and will 

not be discussed fur-ther- here. However, ther-e ar-e several featur-es of 

the model, depicted in Appendix D, which war-r-ant fur-ther explanation. 

The model grid is defined in the pr-ogram contr-ol file by the 

Australian Map Grid coor-dinates of the south west cor-ner-, the numbers 

of E-R and N-S grid points, and the distance inter-val between gr-id 

points. The standard grid employed in KAHS cover-ed an area of 15 km 
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( E-Rl x 22 km (N-Sl, Kith 1 km spacing. All pollutant sour-ces ar-e 

assigned coor-dinates Rithin the gr-id; they ar-e not constr-ained to be 

located on gr-id points. The E-R distance fr-om the coastline is also 

specified so that doRnRind distances fr-om the coast may be calculated. 

The model obtains a var-iable mixing depth value fr-om one of tRo 

sour-ces: 

( i) fr-om the input meteor-ological data for- offshor-e flow, 

computed by the daytime mixing depth model (Chapter- 4l; 

as 

(ii) fr-om the TIBL height Rhenever- the flow is onshor-e and the 

sue-face stability is unstable. 

For- all stable sue-face conditions (onshor-e and offshor-e Rinds) the 

mixing height is set to 999 mete-es, i.e. ther-e is no limit to ver-tical 

mixing within the scale of the model. 

The depth of sea br-eezes and the temper-atur-e lapser-ates Rithin them 

ar-e not available in the data set, and so must be specified. As 

indicated in Section 6.2, an impor-tant area of futur-e Ror-k is the 

classification of sea br-eeze types and other- onshore flows to provide 

br-oad indications of flow characteristics, including depth and 

temperature lapse rate. For the pr-esent study, it has been necessary 

to adopt an interim classification scheme based on limited infor-mation 

(see Section 5. 2. 3) and a fair degr-ee of intuition. Table 7. 1 presents 

this scheme. 
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TABLE 7. 1 ONSHORE FLOR CLASSIFICATION 

TIHE OF LAPSE RATE DEPTH 

ONSET ( RST) (•c1100m) ( mett'es) 
I 

aftet' 1000 0.9 500 

0700 - 1000 0.4 750 

befot'e 0700 0. 2 1000 

The t'ange of lapse t'ates is similat' to that adopted by Rye (1984). An 

impt'oved classification scheme may be easily incot'pot'ated into the 

model at a futut'e date. 

The pt'ocedut'es fot' calculating dispet'sion of plumes Rhich at'e 

entt'ained into TIBLs Ot' HIBLs have been fully discussed in Chaptet' 6. 

The pt'ocedut'es employed by the model to analyse plumes which at'e 

t'eleased within a TIBL ot' HIBL at'e desct'ibed beloR. 

Plumes which obviously t'each theit' final height within a HIBL at'e 

assumed to simply dispet'se downwind accot'ding to the strength of 

tut'bulence Rithin the HIBL. Plumes which have a final level higher 

than the height of the HIBL above the stack at'e tt'eated as desct'ibed 

in Section 6. 2. 3. 

Similarly, plumes Rhich at'e t'eleased Rithin a TIBL may be sufficiently 

elevated and buoyant to penett'ate into the stable flow and 

subsequently fumigate back into the TIBL. A simple approach is 

adopted, which alloRs plumes to escape the TIBL only if they have 
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sufficient buoyancy to do so completely, as determined by the formulae 

for plume penetration into elevated stable layers given by Briggs 

(1975). Plumes Rhich are only capable of partial escape are held 

completely Rithin the TIBL, Rith the mixing height set equal to the 

TIBL height and the plume height constrained to be equal to the TIBL 

height until the final plume level is reached. 

The most time consuming part of Gaussian models is the calculation of 

concentrations at multiple grid points via the Gaussian formula (6. 13, 

6. 14). Efficiency measures employed in DISPHOD are: 

(i) transition to a simple "~ertically mixed" Gaussian formula Rhen 

Or ::'. h, avoiding the need for continued calculation of 

reflection terms, as defined in (6. 14). C Note that the 

alternative limit of a, = 0.8h (Hanna et al., 1977) is not 

appropriate when reflection terms are significant.); 

Ciil use of a look-up table of calculated exponential values (501 

elements) rather than calculation of exponentials at every grid 

point; 

(iii) rapid pre-determination of the range of grid points at which 

concentrations may be registered from each source at each 

timestep, so that calculation of zero or negligible 

concentrations is minimised. 

The final version of DISPHOD is believed to be very efficient relative 

to other Gaussian models in current use. In a comparison test, DISPHOD 

executed in approximately one quarter of the time required by the 

USEPA model ISC. 
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7. 2 RESULTS OF HODEL OPERATION IN KAHS 

The major final modelling exercise in KAHS concentrated on the period 

1st July 1979 to 30th June 1980, during Rhich high grade data Rere 

available. 

The KAHS Final Report ( KAHS, 1 982) provides extensive analysis of 

model results in terms of various health standards and other criteria 

for air quality. It is not the intention of this Thesis to analyse or 

draR any conclusions about the air quality at KRinana, and hence the 

modelling results Rill not be presented in detail. The only results 

Rhich Rill be presented beloR are those Rhich illustrate the skill of 

the model DISPHOD. 

The continuous SO2 monitoring results from the Rattleup Base Station 1 

Rere the only reliable source of validation data available during the 

Study period. These data are known to be of high quality Mith minimal 

gaps. The data from the Hope Valley Base Station 3 is also of high 

quality but unfortunately did not overlap sufficiently with the 

emissions data. The data from the 24 hour sequential SO2 samplers 

(described in Section 2. 3) proved to be unreliable for the purpose of 

model checking. The measurement method employed by these samplers is 

inherently variable, and the accuracy is severely impacted by the 

instability of the chemical complex over a period of a feR days at 

normal ambient temperatures. 

A comparison of the results of DISPHOD and the monitoring results from 

Base Station 1 are presented in Table 7. 2. The various averaging times 
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Table 7.2. Comparison of measured and modelled sulphur dioxide statistics for the Wattleup base station site for the 
period July 1979 to June 1980. Reference levels were chosen to approximate Victorian EPA I-hour objectives and WHO 
24-hour guidelines. 

MODEL I* 

Measured Modelled 

Annual average concentration 
(µg1m') 

Frequency of 24-hour average 
concentrations exceeding: 

100 µg;m' 
150 µg/m' 

Frequency of !-hour average 
concentrations exceeding: 

500 µg1 m' 
1000 µg;m 1 

1400 µg/m 1 

Frequency of daily maximum 
!-hour average concentrations 
exceeding: 

500 µg/m 1 

44 

49 
19 

183 
!4 
4 

82 

43 

5 I 
18 

169 
4 
I 

87 

* Calculated for 24 fixed I-hour periods per day at 0° C 

and reference concentration levels Rere chosen to compare Kith 

relevant health standards. The comparison betReen annual modelled and 

measured estimates is obviously excellent. The same may be said for 24 

hour estimates, Rhich are described in terms of exceedence statistics 

in Table 7. 2 and in terms of relative accuracy in Figure 7. 1. The 

latter Figure shoRs that only 20% of 24 hour average concentration 

predictions fell outside the "factor of 2" criterion commonly 

accepted, and that 50% of predictions Rere Rithin 20% of the measured 

value. E'urt hermore, the relative errors are evenly distributed about 

the line of perfect agreement, indicating that there is no significant 

bias in the results. Consequently it may be inferred that there is a 

good level of accuracy, Mithout significant bias, in the folloRing 

model components and inputs: 

( il the raR meteorological data; 
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Figure 7.1. The comparison of measured 24-hour average sulphur dioxide concentrations measured at Wattleup and 
those calculated using DlSPMOO for the year July 1979 to June 1980. The shaded area indicates the proportion of the 
calculated values which are within a factor of 2 of the measured conccntrations.lKAMS,1982) 

( ii) the computed turbulent fluxes and mixing heights (including 

TIBLs and HIBLs) 

(iii) the emissions data; 

( iv) plume rise and levelling calculations; 

( v) the vertical dispersion calculations, including fumigation 

Hithin TIBLs and enhanced dispersion Hithin HIBLs. 

-222-



Very little may be inferred about lateral dispersion calculation 

accuracy, since any inaccuracies Mould be largely smoothed out over 24 

hour averages. Similarly, temporal inaccuracies due to the model's 

neglect of plume travel time Mould be smoothed out. 

Comparison of hourly estimates and measurements over the Study period 

are given in Table 7. 2 in the form of exceedences of reference levels. 

This method of vieMing the results is consistent Rith the context of 

most short term health standards (in which the alloMable number of 

exceedences is specified) and it also averages out the temporal errors 

Rhich Rould be involved in a direct comparison of hourly concentration 

values. The two entries for the 500 ug/m 3 level show favourable 

comparison of prediction and measurement but the predicted exceedences 

for the 1000 and 1400 ug/m 3 levels are significantly lower than those 

extracted from measurements. It should be noted that the actual number 

of exceedences (less than 14) is a very small fraction of the hours in 

a year and that the comparison of exceedences of high concentrations 

is highly sensitive to relatively small absolute differences betReen 

predictions and measurements. Nevertheless, a tendency for the model 

to under-predict high hourly concentrations is indicated. The 

combination of accurate prediction of long term averages and 

under-prediction of 

possibilities: 

hour averages suggests one of the folloRing 

(a) The assumption of uniform mixing within a TIBL of a fumigating 

plume does not adequately describe the high concentrations Rhich 

may occur at ground level due to the doRn-mixing of segments of 

the plume in convective downdrafts, as described by Lamb (1978). 
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A discrepancy between the statistics of measured and predicted 

high short term averages is therefore to be expected. 

(bl The use of a 10 minute timestep within the model may lead to an 

over-estimate of effective dispersion for travel times beyond 10 

minutes, given that changes in Rind direction betReen timesteps 

lead to a shift in plume location which is linear Rith 

distance. For distances betReen about 3 and 10 km, a model 

timestep of 30 minutes is thought more appropriate, nith the 

lateral spread at these distances tending towards x112 behaviour 

( as in equation 6. 18). Resultant centr-eline concentr-ations would 

be higher- at any given distance than the aver-age of thr-ee 10 

minute predictions, and this would be r-eflected in the incr-eased 

incidence of high hour-ly averages at any location in the ar-ea of 

impact. 

A ten minute timestep Ras or-iginally chosen for- consistency with 

published sigma cur-ves (e.g. Turner-, 1970) and it is still 

thought to be the optimum timescale for evaluating the pr-imary 

pollution impact of most industrial sour-ces. The issue r-aised 

above is an implicit limitation of the Gaussian plume modelling 

appr-oach and will not be addr-essed fur-ther- her-e. 

7. 3 ALTERNATIVE APPLICATIONS OF THE MODEL 

The efficiency and r-elative simplicity of DISPHOD make it a ver-y 

useful tool Khich may be applied with r-elatively high confidence and 

relatively little expense. 
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Apart from the foregoing task of predicting existing pollution 

concentrations from an established industrial complex, uses to 1rhich 

the model can (and in most cases has) been put are: 

( i) environmental impact analysis of proposed new 

including site selection studies; 

( ii) stack height optimisation; 

industries, 

(iii) preparing Pollution Potential Haps for various regions to assist 

in land use planning, including the establishment of adequate 

"buffer zones" betReen industry and residential development; 

(iv) source reconciliation studies (i.e. determining the source of 

pollutants detected in a particular area); 

(v) modelling the impact of accidental toxic emissions as an input 

to risk analyses (limited to emissions Rhich may be classified 

as coming from point sources and quasi continuous). 
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CHAPTER 8 

SUMMARY ANO CONCLUSIONS 

The objectives of this Study, and the implications of these in terms 

of the direction of work and methodology employed, are listed below. 

A. Provide predictive tools (computer models) for use in assessing 

air quality constraints on land use planning in the KRinana area. 

The implications of this objective were: 

(i) Models needed to be efficient (not expensive to run), 

flexible and robust; 

(ii) Models needed to demonstrate acceptable accuracy (which 

primarily depends on the model description of important 

meteorological processes which influence dispersion); 

(iii) Attention Ras limited to the impact of primary pollutants on 

a local scale. 

B. Develop atmospheric dispersion models Rhich could be adapted to 

apply elsewhere in the State, both on the coast and inland. The 

implication of this objective was that models needed (as far as 

possible) to operate on routinely available meteorological data, 

as opposed to specialised and/or difficult-to-obtain data. 

The methodology employed in the Study Ras to identify important 

meteorological processes and to focus on the development and 

validation of conceptually simple but acceptably accurate models for 

each of these. The final product was comprised of three models, one 
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each for surface layer turbulent transfers, daytime mixing in the 

planetary boundary layer and dispersion of plumes from point sources. 

Shoreline fumigation Rithin coastal internal boundary layers Has 

incorporated into the final model. Each of these models has 

demonstrated a pleasing degree of skill in simulating the results of 

the field experiments. 

The heat budget model described in Chapter 2 formalises the approach 

Hhich is implicit. in the Pasquill-Gifford (PG) method of categorising 

atmospheric stability. The model accounts directly for the important 

effects of surface roughness and surface moisture content, plus other 

variable surface parameters. Neither the model in its present form nor 

the PG scheme account for the heat storage and evapotranspiration 

effects of dense vegetation. HoHever the model is believed to be 

applicable to sparsely vegetated areas, Rhich fairly describes the 

bulk of Restern Australia and the coastal plain near Perth 

specifically. Favourable comparison of the model results and those 

calculated from meteorological toRer profiles supports this 

contention. The model successfully meets the objectives listed above; 

in particular it fulfils the requirement for a reasonably accurate 

model Hhich can run on routinely available, single height 

meteorological data. 

The model of daytime Hell mixed layer groRth described in Chapter 4 

similarly achieves the Study objectives successfully. The only input 

data required by the model apart from the output of the heat budget 

model are morning (near sunrise) radiosonde temperature profiles 

(Rhich is a requirement common to any rigorous mixing depth model). 
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Such data are available from the Commonwealth Bureau of Meteorology 

for various regions in the State, and the shape of these profiles may 

be taken as being representative over a fairly wide area (subject to 

experimental verification). The model is soundly based on theoretical 

principles and experimental evidence, and has demonstrated a level of 

accuracy which is quite adequate for dispersion modelling purposes. 

The model output, including h, w.J and 6e is ideally suited for 

accommodating state-of-the-art calculations of plume behaviour 

{including levelling and penetration of inversions) and dispersion 

within a convective boundary layer. The effects of wind shear 

thickening the inversion "lid" and enhancing mixed layer groRth has 

been neglected as a secondary effect, but may be included if the 

necessary data {horizontal temperature gradients) are available. 

Similac-ly, subsidence is a secondary effect which may be included, 

given the necessary data. 

The simple analytical formula for a thermal internal boundary layer 

{TIBL) described in Chapter 5 Ras derived directly from the mixing 

depth model described above, as was the associated formula for a 

mechanical internal boundary layer {HIBL). The TIBL foc-mula is 

attractively simple and appears to agree Rell with expec-imental 

observations both in the current Study and other studies described in 

the scientific literature, although the analysis is complicated by the 

presence of mechanical turbulence up to 40% higher than the boundary 

layer defining thermal adjustment. It Ras argued in Chapter 5 that the 

simple TIBL formula was appropriate for use within the simulation of 

shoreline fumigation described in Chapter 6. Application of the TIBL 

formula is limited to the local scale within which travel time is 
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short compared to the diurnal timescale of convective boundary layer 

deepening. Rapid growth of the TIBL is clearly limited by the strongly 

stable interface at the top of a sea breeze; this may be simply 

described in a shoreline fumigation model if the sea breeze depth is 

known. The requirements to measure or estimate the sea breeze depth 

and the temperature lapse rate within onshore flows are two 

unavoidable departures from the objective of using routinely available 

data. The main area of future Rork identified in this Study is to seek 

to develop parameterizations for these tRo variables in terms of 

available synoptic data. There are strong indications from the present 

Study that this can be achieved in relation to lapse rate at least. 

The shoreline fumigation model described in Chapter 6 is reliant on 

accurate descriptions of TIBL growth and of plume rise from near-shore 

tall stacks. The algorithm employed for computing plume entrainment 

and subsequent fumigation Rithin a growing TIBL is based on the model 

of Lyons (1975) but incorporates significant improvements in the 

description of vertical mixing rate and lateral dispersion within the 

TIBL. The model is conceptually simple, executes very rapidly and has 

demonstrated a high degree of skill in simulating the results of a 

tracer gas dispersion experiment. Statisitics of high concentration 

predictions from an annual run of the dispersion model DISPHOD point 

to possible under-prediction of peak levels caused by convective 

down-mixing of plumes within a TIBL. It may be possible to develop 

empirical procedures to emulate this effect, but such has not been 

attempted in the current Study. An empirical procedure Ras developed 

to describe enhanced dispersion of plumes within a HIBL, correctly 

differentiating between high and low sources. As with the shoreline 
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fumigation model, the procedure combines conceptual simplicity with 

acceptable accuracy in the context of Study objectives. 

The point source Gaussian plume dispersion model, DISPH0D, was 

developed Rith a view to employing recent findings from planetary 

boundary layer turbulence and dispersion studies. The results provided 

by the surface layer and mixed layer models are employed directly 

within DISPH0D to compute turbulence statistics and plume spread 

parameters from analytical formulae, avoiding the conventional 

stability categories and sigma curves. Refinements to these formulae 

may be easily incorporated as and when they are reported in the 

scientific literature. The simulation of coastal fumigation has been 

incorporated into DISPHOD as a modular feature Rhich can be simply 

disabled for inland application. Close attention Ras paid to enhancing 

the computational efficiency of the model; as a c~nsequence the model 

may be run over an extended period for a modest cost, making it a 

viable tool for case studies and evaluation of alternative development 

proposals. The model has demonstrated excellent accuracy in predicting 

annual and 24 hour concentrations at the location of a continuous 

monitoring station. The model tends to under-predict high short term 

( 1 hour) averages as described above. In its present form the model 

takes no account of topographic effects (Rhich are insignificant,in 

relation to dispersion from tall chimneys, throughout most of Restern 

Australia) and it is directly applicable only on a local scale (e.g. 

10 20 km from the source), in that it does not account for Rind 

direction veer Nith height or fumigation into groRing convective mixed 

layers. 
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Areas of Rork Rhich have been identified in this Study as requiring 

further attention are: 

(i) parameterization of the sea br~eze depth and onshore flow 

(including sea breeze) 

synoptic data; 

temperature lapse rate in terms of 

(ii) determination of soil heat and moisture characteristics for 

Restern Australian soils, for use in the heat budget model; 

(iii) additional field experiments to study TIBL growth and confirm 

(or otherwise) the observations and hypothesis regarding. the 

differing vertical extent of mechanical turbulence and thermal 

adjustment; 

(iv) investigation of possible empirical descriptions of convective 

doRnRash of plumes within a TIBL; 

(v) refinement of plume spread formulae as and when neR information 

becomes available. 
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APPENDIX A 

SOLAR RADIATION 

Solar radiation 1s a parameter which is readily measured. For 

the purposes of dispersion modelling, however, there are a few 

additional items of information required which are derived from 

theoretical considerations. A simplified treatment of solar 

radiation theory is given below, providing the required information. 

This section draws heavily on a report from the Tennesse Valley 

Authority (1972). 

Extra-terrestrial Solar Radiation 

The radiation Qso impinging on a horizontal plane at the top 

of the atmosphere is 

I 
0 

r 
sina 

with I 0 solar constant= 1353W/m2, 

r radius vector 

a solar altitude (radians). 

The solar altitude is defined as 

sina = sin~ sino + cos~ coso cash , 

with~ 

0 

h 

latitude (radians), 

declination of sun (radians) 

local hour angle of sun (radians) 

(A. 1) 

(A. 2) 

The variables rand o may be considered constant over 

a day and are given by: 

Al 



r = 1 + 0.017 cos [;;
5 

(186 - o)! 

6 = 23.45( 1; 0 ) cos (;;
5
072 - o)) 

(A. 3) 

(A.4) 

The local hour angle h comes from its equivalent in hours, LHA. 

LHA is measured westward around the axis of the celestial sphere 

from the upper meridian of the observation point to the meridian 

of the sun. In other words, for the hours around local noon: 

12 <LHA < 24 

LHA = O 

before local noon 

at local noon 

0 <LHA < 12 after local noon. 

LHA is computed from a two-part formula 

( a) for the sun east of the local meridian 

LHA =ST+ 12 - DTSL + ET, 

(b) for the sun west of the local meridian 

LHA = ST - 12 - DTSL + ET 

with ST standard time of time zone, 

DTSL difference between local and standard 

ET the equation of time. 

(A.5) 

(A. 6) 

time, 

ET, accounting for the apparent irregular angular motion of the 

sun, is given by: 

ET= - 60(0.123570sind - 0.004289cosd + 0.153809sin2~ 

+ 0.060783cos2d), 

- 2,r ( where d -
365

_242 D-1) 

and Dis the day number of the year. 

A2 

(A. 7) 



Sunrise and Sunset. 

Sunrise and sunset are defined as those times when the 

centre of the su~ is at the altitude of the horizon. Hence, if 

there are no horizon obstructions, 

a:: SR = O 

oc ss = 7T 

From the definition of local hour angle, it follows that 

n < hsR < 2 n 

o < hss < n 

Figure A.l shows these hour angles 1n the Celestial Sphere, 

viewed from above the north pole. From (A.2) 

cos hss 
= sin a: 55 - sinp sine 

cos<j> cos o (A.8) 

STss may be evaluated from (A.6). hsR also satisfies (A.8), 

and may be simply evaluated as 1 , 

hsR = 2ir - hss 

STsR is then·evaluated from (A.5). 

A3 



FIGURE A. l 

Lower Celestial 

Meridian 

h = TI 

ST - DTSL +ET= 0 

Upper Celestial 
Meridian 

h = 0 

Celestial sphere, showing hour angles for sunrise 

and sunset during winter. 
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APPENDIX B 

HODEL SOIL 

START 

READ PROGRAH CONTROL DAT& 
Start and and times 

- initial values for soil 
temperature and 
~oisture (surface & deep) 

- aodel coefficients and 
constants 

RUD 
- 10 minute ~eteorological 

records 
- ra1nfall 1 pressure and 

cloud records 

COHPUTE 
- incoming longoave 
- net shortwave 
- potential ta• per'4'ture 
- specify humidity 

IHTEGR4TE SOIL TENPER&TURE AND HOISTURE D. E. S 

Before each integration 
step: 
- compute stability

corrected turbulent 
r 1 u1es ( Hs, E, 't') using 
current values of Tg 
and Ng. Stability L 
1s computed in the 
process 

- compute G from the 
heat budget 

Solve D. E. s via ,tb order 
Runge lutta routine, using 
computed C and £, to 91 ve 
neN values of Tg.Td,Wg,Wd 

COHPUTE 

Next Timestep 

- Virtual heat flu• Hv 
- Stability 10/L 

RRITE 
Output data file including 

Hv, U., 10/L 

FLOWCHART FOR THE SURFACE LAYER HEAT BUDGET MODEL 

Bl 



APPENDIX C 

HODEL WHL 

~HP.T 

R£lO PROGRAM CONTROL DATA 
- Start and end times 

1n1t1al values for mixed layer 
height and v1rtual temperature 

- default sunrise teMperature 
profile shapes for oach •onth 

- model coefficients and 
constants 

rnitial1ze model time: 
DAY or NIGHT 

If DA¥ 1 load the tamperatut·~ 
profile (desct·1bed below) 

READ 
10 m1nut~ surface turbulent 
fluxes & other met. data 

At midnight each day, 
calculate time of 

sunrise and sunset for 
the new day 

2 

COMPUTE 
- NBL height 

- o..J 

NO 

FLOWCHART FOR THE ATMOSPHERIC MIXING DEPTH MODEL 

Cl 

® 



1 2 

No longer HIGHT 
( Night may overlap 

day in stable 
condi ti.onsl 

Load a vertical te• peratura 
profile. (see Subroutine LOAOJ 

COHPUTE 

qJ 

IHTEGRITE 
HHL height ( hl and 

teR>pera t ure ( 8•J 
D. £. s, and compute 

.::18 

RRITE 
Output data including 

h, 811 1 Ll,8 

Next timestep 

C2 

It lS HIGHT 
DAY 

RRITE 
Output data Nlth h set 

to 999. 

4 5 



SUBROUTINE LOAD 

( START 

l 
RE&O 

Bei9bt, virtual potential 
teaparature pairs to 

define morning te• p. profile 
c fro• airport radiosonde> 

l 
If no radiosonde record 
substitute a default 

profile 

l 
If profile does not ••tend 
to sooo •• append portions 

or default profile 

l 
Correct the surface te•p. 
of the profile for the 
time difference between 

sonde and release Rhen 
aix1n9 co••ences 

1 
Hodify the profile to 
incorporate the KHL up 

to the HBL height 

1 
( END 

C3 



ST&RT 

RUD PROGRAM 
CONTROL DAT& 

-aap grid references 
-nuaber and spacing 
of grid points 

-start and end ti • es 
for raodel run 

-hourly ambient standard• 
-nuaber of source groups 

and nuaber of stacks in 
each group 

-distance fro• coast or 
source groups 

-location, height and 
diameter of each stack 

DULY LOOP 

READ 
Hot data for full day 

Differentiate bat•••n 
onshore flow types and 
specify sea breeze depth 

READ 
Eaissiona data for full 

day 

TIHESTEP LOOP 

Specify taaparatura 
lapse rate 

Dateraine wind profile 
exponent 

NO 

Layer ••an •ind 
OL % 1,2 010 

APPENDIX D FLOWCHART FOR THE GAUSSIAN PLUME DISPERSION MODEL 

Dl 



Calculate distance • here 
TIBL eeets sea breeze baae 

Set ~ixing height to 999• 
for onshore neutral or 
stable flOM. 

SODRCE LOOP 

Coabine eaiseiona (if 
naceaaaryJ and calculate 
••ighted average source 
paraaeters and stack height 

Compute wind speed at atack 
height 

Compute average d'"8 and d'ci, in 
mixed layer (includes onshore 

flo • l 

4 

....._~N~O=---_.,, Pluea ia fully trapped 

lCalculate pluae final height 
in stable •arine air, leas 

____ _than na breeze depth 

Coapute distance II or impact 
of pluae centreline and TIBL 

6 

D2 

in TIBL. QF • 1 



GRID LOOP 

Co•pute iapact distances of 
plu•e upper and lo•er edges 

•i th TIBL ( ID, IEJ 

Coapute ground level impact 
distances IBF, IIF, XEF 

l
Compute Virtual Source 

distances IBV, IIV 

-Compute pluae heigbt 
-Coapute fraction QF of 

pluae trapped below HHII 

Compute aodified 
6""e and <S'"q, 

HO 

Limit the range of grid 
location for coaputation 

HO 

to those Mhicb may receive 
non-negligible contributions 

fro• tbe source 

110 

Seth• TIBL beight above 
tbe grid point 

D3 

Recalculate II for a 

ri1in9 pluaa 

l 



Li • it plune baigbt to TIBL 
heigbt I ir naceaaary I 

Coapute <S'y and QF" for 
a pluae fuaigating 
into a TIBL 

Coapute C>y and d"z 

Coaputa concentration of 
pollutant at tba grid point 
via tha Gaussian formula 

Accu• ulata total average, 
and hourly average 
coacentratioas 

HEIT GRID POI NT 

HEIT SOURCE 

Accuaulate statistics of 
exceedences or bourly 

aabient standards 

HEIT TIHESTEP 

KEXT DH 

Coapute daily average 
concentrations at all 

grid points 

RRITE TO DISI: 
-1VER1GE DAILY COKCENTRATIONS 
-SOURLY STANDARD EICEEDAHCE 

STATISTICS 

END 

D4 




