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SYNOPSIS

Mixing of the surface waters of a reservoir,
induced by meteorological forces, is a major factor deter-
mining the quality of the water throughout the full depth.
The aim of the project described herein was to study the
air-water interaction over the Wellington Reservoir and
develop a theoretical description of the important observed
features.

The epilimmion, or seasonal well mixed layer,
was observed o undergo a diurnal cycle of heating and
mixing, which in turn governed the seasonal cycle, including
the formation and subsequent erosion of a seasonal thermo-
cline. The diurnal cycle has been successfully simulated by
a numerical model of integral well mixed layer energetics.
The model has direct application in the study of biological
production in reservoir surface waters. In addition, it is
shown that the theory of well mixed layer energetics may be
applied to a study of the seasonal cycle in reservoirs, and

also to oceanic and atmospheric problems.
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CHAPTER 1

INTRODUCTION

In July 1974, a Study funded by the Australian
Water Resources Council and entitled "Management of Water
Quality in Reservoirs" was commenced within the Engineering
School at the University of Westerm Australia. The Study
concentrated on the Wellington Reservoir, situated some 160 km
south of Perth, where increased salinity levels had resulted
from clearing of the reservoir catchment's native forest for
agricultural purposes. In addition to alleviating this specific
problém, the objective of the Study was to develop management
procedures applicable to a variety of water quality problems
occurring in medium sized reservoirs. The Study was completed
in 1980 with the publication of the final report by Imberger
and Hebbert (1980).

The Project described in the present report was
initiated, as part of the above Study, to investigate the
interaction between meteorological processes and the reservoir
surface layer. In particular, it was considered necessary to
understand the heating and mixing cycles which lead to the
formation of the seasonal thermocline, which itself has a
profound effect on internal water movements and on the vertical
transport of water constituents. The aims of the Project were:
(a) to experimentally observe and measure meteorological

and water properties which modify tﬁe reservoir

surface density structure,



(b) to develop theoretical and numerical descriptionms
of those observed processes considered to be
important, and so attempt to simulate the observed
surface density structure,

() to recommend procedures applicable to simulation o
the seasonal reservoir surface density structure.
Over the summer months of 1975-76, a series of

intensive field investigations were conducted aboard a raft

anchored near the centre of the main water body. The raft
provided a platform for a permanent, continuously recording
weather station and was also used during the field work to
mount sensitive meteorological sensors. Profiles of temper-
ature and salinity, measured hourly over four separate days,
revealed a striking diurnal cycle of morning heating followed
by afternoon and evening mixing, occurring within the epilimni
which is normally considered to be well mixed. Integral
descriptions of turbulent kinetic energy, heat, mass, momentum
and salinity were developed and incorporated into a numerical
moael of the diurmal cyéie. The model's description of
turbulent transfers at the surface includes the effect of
atmospheric stability, which is very important over a medium
sized reservoir. The model has successfully simulated the
diurnal cycle for the four field days, so meeting the above
aims.

A brief guide to the contents of this report is as
follows. Chapters 2 and 3 provide the methods for computing
turbulent and radiative transfers at the reservoir surface;

these are boundary conditions for the model. Chapter 4 detail



the measurement of témperature and salinity profiles which
revealed the diurnal cycle. The integral formulation of well
mixed layer energetics is presented in Chapter 5 and is
incorporated into the framework of a numerical model in Chapter
6. Chapter 7 contains an analysis of the model results, with

conclusions and recommendations for future work appearing in

Chapter 8.



CHAPTER

2

THEORY OF ATMOSPHERIC SURFACE TRANSFERS

Over recent years, considerable research has focused

on the physics of turbulent and radiative transfers in the atmos:

pheric surface layer.

In this chapter, a few established relati

ships are presented, providing a basis for experimental methods

and computations described in Chapter 3.

2.1

TURBULENT TRANSFERS IN THE SURFACE LAYER

Surface Layer Scaling and Parameterization

The Navier-Stokes equation for meteorological consid

erations is conventionally written in the form

av A 1 1 2

Ti-E+f15xy=—EVp+;5;, (2.1)
with ? horizontal mean velocity, with x and y components,

% unit vertical véé%or,

f Coriolis parameter,

o) density of air,

vp horizontal pressure gradient %% +-§£ ,

T Reynolds stress vector.

In deriving eq. 2.1 and other relations, properties of the flow

are split into mean and fluctuating

horizontal velocity u = ﬁ
vertical velocity w=W
temperature T=T
specific humidity q = a

components, as follows:

+u', .1:1'=0
+w', w' =0
+8', 8' =0
+q', q' =0



The overbar denotes a time average (assuming stationarity of the
turbulence). It will be retained in the following equations only
for products of fluctuating quantities, e.g. the Reynolds stress
is defined as
= —u'w' = (2.2)
friction velocity.
Kraus (1972) shows, by a scaling argument applied to
eq. 2.1, that the Reynolds stress is effectively constant in the

atmospheric surface layer up to a height of several tens of metres.
In this layer, rotational effects are negligible and so the mean
flow is considered in two dimensions only.

The heat equation may be written as

aT 1 (a8 | 3Q
dt. pC [Bz + az]’ (2.3)
p
with Q radiation flux,

Cp specific heat of air,
H turbulent heat flux = pCp 8'w'.

Finally, the equation for vertical momentum, neglecting

frictional and Coriolis effects, is

v 1ap' . g )
dt o 2z T AT (2.4)
with p' dynamic pressure

AT temperature difference between the parcel of air and
its surroundings.

Monin-Obukhov Length

Monin and Obukhov (1954) examined the physical

quantities

£
% pCp and T

from the above equations and by dimensional analysis defined a

length scale
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Lo ® 2.5)
- k.%lé’ (-
P p

with k von Karman constant (defined later).

On the basis of dynamic similarity they proposed that
any mean property of the turbulent flow may be described in terms
of the dimensionless variable z/L. The Monin-Obukhov length, L,
may be evaluated for a given set of meteorological conditions and
is a measure of the height of the dynamic sublayer within which
thermally induced effects are unimportant.

Moisture Correction

Air containing water vapour has a lower molecular wei
than dry air and hence a higher gas contant R as it appears in the
Ideal Gas Law

‘P=p RT. (2.6)

It is common meteorological‘practice, when dealing
with mixtures of air and water vapour, to retain a constant value
of R and include moisture correction in the temperature, giving
virtual temperature :

Tv = T(1 + 0.61q) in dﬁ%rees Kelvin. (2.7)
Eq. 2.7 is derived simply from Dalton's Law.

When investigating turbulent flow over water bodies,
the buoyancy induced by water vapour excess close to the surface
should be considered. Busch (1973) incorporates this effect into
the Monin-~Obukhov length

L= - —~, (2.8)
kgev'w' ’
where GV' is the fluctuating component of virtual potential tempe:

ature. The buoyancy flux term ev'w' may be expanded using eq. 2.7



6 'w' = 0'w' (1+0.61q) + 0.61T q'w' + 0.61 6'q'w’',

= B8'w' + 0.61T q'w' , (neglecting minor terms)

- L g+o061%x,
on p

where E is the turbulent mass flux of water wvapour.

3
- pu, T
So, L = = A . (2.9)
kg[a— + 0.61TE]
P
2.1.2 Flux - Profile Relationships

The theory of flux - profile relationships in the
surface layer has been well doctmented by Dyer (1974), Businger
(1973) and others. Although no profile measurements were conducted
during’this project, the theory covering such work will be utilized
and is therefore summarised below.

Similarity Hypothesis

Monin and Obukhov (1954) parameterised the non-dimen-
sional gradients of wind, potential temperature and specific
humidity in terms of the stability parameter z/L:

\

kz dU

- z
- " by o (2.10)
kz d8  _ 2
o, az _ fu(T)’ (2.11)
kz dg _ , (2]
q, dz ulz)” (2.12)
L
where u, = [I} . (2.13)
p b
H
e*u*=—p—cp;, ) (2.14)

q,u, = _.g , (2.15)



k is the von Karman constant defined such that ¢

o

z/L = 0.

M, H,W =1 for

Over the last decade, the development of instrumentatic
to directly measure turbulent fluxes of momentum, heat and moisture
has permitted precise evaluation of the ¢ functions. Dyer (1974)
summarises the various proposed forms and concludes that the

following are most acceptable.

Unstable:
-1
2 ()
oy = (1 - y{i]) s (2.16)
%
z
o = o= (- y{-fb : (2.17)
where y = 16.
Stable;
- = = z
¢M = ¢H ¢W 1+ a(L], (2.18)
where o = 5.

Hicks (1976), in a re-analysis of the Wangara data
(Clarke et af.(1971)), found that eq. 2.18 holds only for slightly
stable conditions (0 < z/L <“%$5). For higher stabilities he fo;nd
that velocity profiles depart from the log-linear form of eq;»2.18
toward a purely logarithmic form (¢M constant), but that this state
is never reached. He further observed that in very stable conditio
the profile above a few metres becomes linear with height, indic-

ating a decoupling of this air from that near the surface, i.e.:

u _ U z
-d—-; - ——-——kL Py 'I:' > 10 ’ (2' 19)
so ¢N = c(z/L) (2.20)

where c is a constant (c = 0.8).



Carsons and Richards (1978) lend their support to

Hicks' (1976) findings and provide an empirical - formula for the

transition between eq. 2.18 and eq. 2.20:
by = (8 - 4.25z/1)71 + (2/1)72), (0.5< (z/L)<10) .  (2.21)

While it is well established that ¢M = ¢ for

g~ %y
(0<(z/L)<0.5) there is currently no information on the relationship
between the ¢'s at higher stabilities. It is assumed here that

they are equal.

Profile Descriptions

Following Paulson (1970) egs. 2.10 to 2.12 may be

integrated to the form:

U,
- z| .
u = * [%n(z ] wPJ , (2.22)
’ 0
0. . -
9-—80 = k—[ln[z—] - ll}H s (2.23)
H -
q,. . n
q—qo = —[QH[Q] - lpw_! (224)
where Zos 2y and z, are roughness lengths. The y functions have
the form
-
v = J ele) ¢§C)- az, (2.25)
%o
where ¢ = z/L.

In neutral conditions (¢ = 1), ¥ = 0 and the eqs. 2.22
to 2.24 reduce to the familiar logarithmic profile.
Paulson (1970) gives analytical solutions to eq. 2.25.

For the ¢ function of eq. 2.16 and eq. 2.17 integration yields

= 20n[(14x)/2] + 2n[ (1+x2)/2] - 2Tan 1x + % , (2.26)
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= = 2
vy = Wy, = 2l (n) /2], (2.27)
;)%
where x = (1 - YEﬁJ) . For ¢ given by eq. 2.18,
- = z
Yy = Vg = Wy = - a[L] . (2.28)

Carson and Richards (1978) evaluated ¢ numerically for
the two regimes where (z/L) > 0.5, given by eq. 2.20 and eq. 2.21.
Alternatively, to obtain an analytical solution, Yy may be evaluate
separately for each regime.

For (0.5 < ¢ < 10)

0.5 4
P = J 1-¢(z) dz + [ ﬂ_(_C__)_ dz
C ¢ 0.5 ¢
(o]
= 0.5z 2 - 4.25¢ ! - 7en(g) - 0.852. (2.29)

For £ > 10

0.5 10 z

Z, 0.5 10

]

eng - 0.76¢ - 12.093. (2.30)

In obtaining the above results the lower limit of
integration, Co’ has been téﬁgp as equal to zero. This approxim-
ation holds only for very small values of the roughness lengths
2z, 2 and z__ such as those found over water.

H W

2,1.3 Bulk Aerodynamic Formulae

Utilising the theory presented in the previous section
it is feasible to make precise estimates of turbulent fluxes from
measurements of the vertical profiles of wind, temperature and
humidity over water. However, conducting such a measurement
programme is a major undertaking and was considered beyond the

scope of this project. For this and similar projects, where



11

surface turbulent fluxes represent only part of the dynamics of
the system under investigation, it is desirable to have a method
of calculating these fluxes using only routinely available single
height observations. The bulk aerodynamic formulae provide such
a method.
Bulk aerodynamic formulae for stress, heat and moisture

fluxes are written as follows:

_ _g_ = u'w' = - uu, =- CDUZ, (2.31)
B 'w' = - u,B, = - C_U(6-8) (2.32)
nC * % H s’ :
P
E = ﬁ—r = = u,q, = - C U(q-q ) (2 33)
0 *1x W s’’ '
C

D? CH and Cw are the respective bulk transfer coeffic-
ients.. U, © and q are measurea at some reference height (usuélly
10 mefres) and subscript s refers to surface measurement.
Considering the theory discussed in preceding sections
it is obvious that the bulk transfer coefficients will not be
constants, but will be strongly dependent on stability. Several
authors (Deardorff (1968), Carson and Richards (1978)) have invest-

igated this dependency. A similar analysis is presented here.

Neutral Conditions

For neutral conditions, eqs. 2.3l to 2.33 may be
written in the general form

a, = - C Uda (2.34)

where the subscript N refers to neutral stability and a is one of
the variables U, 6 or q.
A generalised formof egs. 2.21 to 2.24 for mneutral

conditions is
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a:’: z .
Aa = E—{Qn{;;}] , where..za is z_, zy or z (2.35)
and specifically
Us z
T = ‘E‘“[ﬂ,n(;—;]] (2.36)

Substitution of eq. 2.35 and eq. 2.36 into eq. 2.34

yields
= 12 z_ z_ .
C.N k /[ln(z } ln(z }] , (2.37)
o a
and specifically
2 z |2 2.3
CDN—k/(ln—;—). (2.38)
0
Non-Neutral Conditions
Generalised forms of eq. 2.34 and egs.2.22 to 2.24 are
F. o= -ua,=-C_Ubta, (2.39)
a* 2
Aa = if{ln[zg] - wa]. (2.40)

Substitution into eq. 2.39 of eqs. 2.40, 2.22, 2.37

and 2.38 leads to the expression

C

v/ ~1 .
a CaN klpa kwM CDN
—é—-—-— = 1+ -k—z— ll)Mlba - - C . (2.41)
aN vC aN
DN
and specifically
-1
CD _ CDN ) kaM
T = 1+I{—2——wM - — (2.42)
DN VCDN

Egs. 2.41 and 2.42 give the ratio of the transfer coefficients to
their neutral value as a function of stability. For a given

stability (z/L), wa and wM may be evaluated from egs. 2.26 to 2.30.
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Roughness lengths do not appear explicitly in egs.
2.41 and 2.42, but they are implicitly specified by the selected

neutral transfer coefficients.

Bulk Richardson Number

The stability length L, as defined by eq. 2.8, is
difficult to estimate directly unless actual measurements of heat
and moisture fluxes are available. From the established relations
of Section 2.1.2 however, it is possible to obtain an expression
for L in terms of a measurable bulk stability parameter called the
Bulk Richardson Number, defined as

-

, (A8+O.61TVAq)

. - gz
Riy 3 = : (2.43)

The Monin-Obukhov similarity functions for temperature
and moisture profiles are identical (see eq. 2.17 and eq. 2.18),
indicating similar transfer mechanisms for heat and moisture. From
now onvthe two will be considered together, assuming equality of
bulk transfer coefficients and roughness lengths. Subscript HW
will be used.

Substituting for A6, Aq and U in eq. 2.43 from eq.~2.22,
eq. 2.23 and eq. 2.24 gives

[ oo, )
— + 0.61T_—||n(=—] - ¥
2 k v k sz HW

Ri =‘.%— i

Substituting eqs. 2.37 and 2.38 and rearranging gives

k/C_.

DN ¢
zkg (O u, + 0.61Tv q,u,) CHWN - HW]
RlB = U*s TV [.15._ - wM]Z ’
1/CDN
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and the first term, by definition, is z/L, so

Ri, = = q>{—z~] (2.44

z} oy "’HW]

X 2
e
(:I)PJ BI]

The relationship of Ca/CaN to R1B has not been

formally derived but is presented in graphical form in Figures
2.1 and 2.2. These are composite plots for the stable and
unstable cases showing the relations:

®)  Fo £Rip)

(&) by by v EED) L

In view of the uncertainty of the recent formulations

of Hicks (1976) for ¢ at higher stability egs. 2.20 and 2.21),

M,H,W
the log-linear form eq. 2.18 has been plotted over the whole range
of (z/L) in Figure 2.1 for reference. Also plotted is the curve

for CD/CDN resulting from tﬁéxuse of eq. 2.18 only; it can be seen
that CD (and hence stress) vanishes for low values of RiB(% 0.2).
The curves for CHW/CHWN and ¢HW have not been plotted in Figure 2.

since they are very similar to CD/CDN and ¢M respectively.

Neutral Transfer Coefficients at 10 m

Several authors provide estimates of the 10 m neutral

transfer coefficients C C.. and Cw arising from extensive fiel
i

DN’ THN N
measurements of profiles and eddy fluxes over water bodies.. These

authors invariably warn against the use of neutral coefficients in

non-neutral conditions.
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Figure 2.3 shows four differing descriptions of CDN'

The slight increase of CDN with velocity is commonly observed. At
low wind speeds the situation is unclear, however Hicks (1972)

reports aerodynamically smooth behaviour with C N " 1.0 x 10 3,

D
Values for Cpy and Cn between 1.3 x 10" 3 and

1.5 x 10" 3 appear suitable for the range of wind speeds of

interest (Hicks (1975), Hicks (1972), Pond, Fissel and Paulson

(1974)). Francey and Garratt (1978) found a smaller value of CHN

exhibiting wind speed dependence. Even if this is the case,

sensible heat transfer at the reservoir surface is insignificant

when compared to latent heat transfer.

$2.1.4 Internal Boundary Layers

When air from the land flows over a body of water,
the flow is modified due to the change in surface roughness,
temperature and humidity. An intermal boundary layer develops
over the water surface and equilibrium conditions are set up in
the lower porfion of this layer. Hence,in the bottom portion of
the internal boundary layer, égﬁective effects are small and the
constant flux layer relations of the previous section are apﬁlicable
A number of models of intermal boundary layer develop-
ment and subsequént spatial distribution of fluxes have appeared in
the atmospheric sciences literature. These models employ either
a mixing length hypothesis (Taylor (1970), Weisman (1975)) or a
turbulent energy closure scheme (Peterson (1969)). Both methods
suffer limitations. Weisman assumes the similarity functioms
(eq. 2.10 to eq. 2.12) hold throughout the layer, thereby forcing
the solution of layer development. He finds his solution to be

strongly dependent on the mixing length scale height and although
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he presents some justification for the "correct choice" of scale
height, the results must be consiaered tentatively.

No solution to boundary layer development will be
attempted here. However, it is necessary to recognise the exist-
ence of this layer in the reservoir situation and to ensure that
measurements are conducted in the equilibrium sublayer where the
established bulk transfer equations hold. Petersen (1969) indic-
ates that the fetch must be 100 times the observation level for
equilibrium to be assured. Hicks (1975) suggests a cautious
fetch/height ratio of 1000 to ensure that the effect of upwind
non-uniformities are minimised. On the basis of these and other
guidelines, meteorological sensors described in the next chapter
were mounted sé as to have a minimum fetch/height ratio of 200.

Lower measurement levels were precluded due to the possibility of

the raft superstructure modifying the airflow.

2.2 RADTIATION TRANSFERS BETWEEN AIR AND WATER

To enable an investigation of the diurnal cycle of

heating and mixing in the reservoir surface layer, information
on the diurnal cycle of radiative transfers between the air and
the water is required. This contrasts with long term (seasonal)
reservoir models which generally require only daily integrals of
radiation.

Some simple expressions for radiation calculation are set
out below. These are taken directly from the T.V.A. (1972) report

to which the reader is referred for further detail. While there
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are more accurate formulations of radiation transfer available,

the added complexity is not warranted here in view of the good

results presented in the next chapter.

2.2.1 Solar Radiation

The T.V.A. (1972) report sets out in detail the formulae
for computing solar radiation at the surface, incorporating atmos- k
pheric attenuation, reflection and cloud effects. A summary of thesé
appears below, for use in subsequent chapters.

Extra-terrestrial Solar Radiation

The radiation QSo impinging on a horizontal plane at
the top of the atmosphere is

I

QSO = r—o sina, (2.45)

with io solar constant = 1353W/m?,
r radius vector, defined below,
o solar altitude (radians).

The solar altitude is determined from the expression

sina = sin¢ sind + cos¢ CQ§6 cosh, (2.46)
with ¢ latitude (radians), h
§ declination of sun (radiams),
h local hour angle of sun (radiams).

The variables r and 6§ may be considered constant over

a day and are given by:

— -———-—-2 7" —

r=1+ 0.017cos[365(186 d)] (2.47)
_ T 2m _

§ = 23.456T§6 cos[§a§(172 D)] (2.48)

Computation of the local hour angle, h, requires a

two part formula:
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(a) for the sun east of the local meridian

h = ST + 12 - DTSL + ET, (2.49)
(b) for the sun west of the local meridian

h = ST - 12 - DTSL + ET (2.50)

with ST standard time of time zomne,
DTSL difference between local and standard time,
ET the equation of time.
ET, accounting for the apparent irregular angular motion of the

sun, is given by:

ET = - 60(0.123570sind - 0.004289cosd + 0.153809sin2d
+ 0.060783cos24d), (2.51)
where d = Zr_____ (D-1) )
365.242

and D is the‘day number of the year. h must be converted to
radians'for use in eq. 2.46.

Methods to compute atmospheric absorption and
scattering are also provided in the T.V.A. (1972) report. An
alternative approach, detailed in the next chapter, uses the
geometric relationships above together with known daily maximum
global radiation figures to compute approximately the global

radiation throughout a day.

2.2.2 Water Surface Radiation

A water surface emits radiation in the wavelength
range 6.8 p to 100 py for normal temperatures around 300K. Plancks'
Law may be applied to determine the total emission (integrated
over all wavelengths), i.e.

Qg =0 T (2.52),

with € emissivity (= 0.96)

o} Stephan-Boltzman constant (o = 2.0411 x 10 ’kJ/m? hr K“),
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T the absolute temperature of the water surface.
Water is practically opaque for wavelengths greater
than 2.65 u, so all long~wave transfers, including emissions, must
come from a very thin surface layer. In this respect, long-wave

radiation transfer is similar to turbulent, sensible and latent

heat transfers which must also come from a surface conductive

layer. In other words, their effects on the heat distribution

in the water body will be similar.

2.2.3 Atmospheric Radiation

While some of the surface emitted long-wave radiation
passes through the atmosphere into space, much is absorbed by
atmospheric constituents (waterrvapour, carbon dioxide, ozone)
and re-emitted back to earth. The T.V.A. (1972) report summarises
a number of empirical formulae for calculating this atmospheric
radiation for clear skies, based on surface vapour pressure and
air temperature measurements. Swinbank's (1963) formula is.
preferred:

- -5 6 _
Qp, = 0.937 x 10 5T 5 (1-R,), (2.53)

with T2 air temperature at 2 m height,
R.a water surface reflectivity (= 0.3).
Field tests show this formula to be accurate to +12Wm 2.
Clouds emit long-wave radiation and are accounted for
by a factor in eq. 2.53:
Qac = (140.17€) Q (2.54)

where C is the part of the sky covered with clouds, measured-in

tenths of the total sky.

The atmospheric radiation spectrum has its maxima near
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14 y, compared to the solar spectrum maxima at about 0.7 u. The two
spectra are almost completely separate, and hence solar and atmospheric
radiation may be treated quite independently. Atmospheric radiation

may be treated identically to water surface radiation, as described in

the previous section.

2.2.4 Absorption of Solar Radiation in Water

Solar radiation penetrating the surface is absorbed
within the water body, thereby heating it. Absorption of longer
wavelengths occurs more rapidly so only the visible part of the
solar spectrum (0.36 to 0.76 u) penetrates below one metre. For

depths greater than one metre the attentuation profile is well

described by Beer's Law:

-b
a(z) = Qe ° (2.55)
with QS solar radiation at the surface,
z depth,
b bulk extinction coefficient dependent on the turbidity

of the water.

To describe attenuation over the full depth of water,
account must be taken of the wavelength dependency. The T.V.A.
(1972) report recommends use of three extinction coefficients,
i.e.:
-b.z -b,z —baz

q(z) = Qs(ale ! + a,e 2 + age ) (2.56)

where the a and b coefficients vary depending on water turbidity.
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CHAPTER 3

FIELD MEASUREMENTS OF METEOROLOGY

3.1 BACKGROUND

As discussed in Chapter 1, the overall aim of the
Wellington Reservoir Study was to develop a numerical model incor-
porating all important mechanisms, including meteorological forcing.
An initial task of this Project was to install a meteorological
station on the reservoir to service the Study as a whole. A set
of RIMCO meteorological sensors and a RIMCO Event Recorder were
purchased for this purpose. These were installed with the assistance
of stéff from the CSIRO Division of Land Resources Management, on
a raft constructed in the Civil Engineering workshop at the Uni-
versity of Western Australia (U.W.A.). Plate 3.1(a) shows the
raft with event recorder, and Plate 3.1(b) shows a jarrah tree used
as an anchor point and meteorological platform. A brief description
of this system is given below. E&

The RIMCO Event Recorder is a data logging system
designed to have very low power requirements, making it suitable
for unattended operations at remote sites. Data are punched as
ASCII characters onto paper tape and are readable at most computer
installations. The normal mode of operation is to record events
as they occur on any one of the 14 channels. The appearance of
a particular channel code on the tape indicates that an event has
occurred on that channel. One such event is the lapse of a time

interval (5 or 6 minutes) as measured by a mechanical clock. Time
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channel marks are thus interspersed with other channel marks on the
tape. The Event Recorder is housed in a sealed ;ylinder and can
be seen in the centre of the raft (Plate 3.1(a)) protected by a
bullet-proof shield. A bank of solar cells, seen at the top of

the 2 metre post, provides a charging current for the Recorder's
Ni-Cad battery.

Whilst attractive in concept the Event Recorder system
has some fundamental problems. Meteorological sensors designed to
provide events for recording are generally deficient in both
resolution and accuracy. Temperature and humidity sensors on the
two metre post (Plate 3.1(a)) and wind speed, wind direction and
solar radiation sensors (Plate 3.1(b)) all rely on mechanical
‘movement to actuate reed relay closures. Understandably, these
are not capable of achieving the accuracies attained by electronic
sensors. If system failure occurs between visits, data recovery
is often very difficult, since the time base must be inferred
from an analysis of time marks.

Whilst the Event Recorder system was capable of
providing useful data for the\%tudy, requirements of high accuracy
and resolution in this Project led to the assembling of a second
complete set of instruments for use during the intensive field-
work. This included construction of some of the sensors and most
of the signal handling circuits. These instruments are described
in detail in Sections 3.2 and 3.3. Sections 3.4 and 3.5 describe
the processing of field data and subsequent computation of meteor-

ological fluxes.

3.2 GENERAL EQUIPMENT FOR FIELDWORK

A brief description of the data recording equipment



27

and the power source used throughout the fieldwork is given below.

3.2.1 Data Recording

During the fieldwork phase of this Project, no sophist-
icated digital data acquisition system was available for recording
meteorological or other data. The author was fortunate to procure
on loan, from the CSIRO Division of Atmospheric Physics, a set of
six Messmotors. A Messmotor is a precision DC motor which drives
a six digit decade counter. The increment of the counter over a
set interval (say one hour) is a measure of the integral of the
input voltage. The box of Messmotors is shown in Plate 3.2 (No. 1).

A set of six high stability amplifiers was included
(No. 2 in Plate 3.2) to provide buffering for meteorological sensor
outputé and to amplify these outputs to the required 0-5 Volt range.

Multiple-point calibrations were conducted on each
Messmotor—amplifier pair, giving operating expressions of the form:

Input voltage = a x (counts/minute) + b.

Linearity was excellent. Subsequent calibrations and
single-point checks throughout the fieldwork revealed high stability.
An overall accuracy of *17 can be assumed for the Messmotor system.

In the field, the counters were read and recorded
manually once every hour. Readings were staggered by 30 seconds
to ensure a precise hourly integral for each input. Errors intro-

duced by this method of reading are negligible.

3.2.2 Power
Where possible instruments were purchased or constructed

to run off batteries. Two heavy duty 12 volt lead accumulator
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batterieg supplied *12 volts to the amplifiers and also 24 volts

to an inverter which, as required, supplied 240 VAC to a Digital
Voltmeter (DVM) and other equipment. Other dry cells were used

to power meteorological sensors, avoiding earth loops in the

recording system.

3.3 METEOROLOGICAL INSTRUMENTATION FOR FIELDWORK

The meteorological instruments and associated data
recording methods are described below for each of the parameters

measured.

3.3.1 © Wind Speed

A 33/," RIMCO cup anemometer was installed at a height
of fouf metres on an aluminium mast, as seen in Plate 3.3 (No. 1).
This instrument operates on the light-chopper principle with the
output pulse train being integrated on a decade counter supplied
with the anemometer (see Plate 3.2 No. 3). The counter readings
were recorded and reset hourly. Relevant instrument specifications
are:

(a) starting speed - 0.1 m/sec,
(b) flow coefficient - 1.74 m/rev.

The counter readings for the RIMCO Event Recorder
anemometer mounted on the tree were also recorded manually for
checking. The two units were in good agreement throughouf the
fieldwork. No independent calibrations were performed on either

instrument.

3.3.2 Air Temperature

Air temperature was measured by a nominal 5k thermistor
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mounted at a height of three metres on the mast cross arm. The
radiation shield seen in Plate 3.3 (No. 2) consisted of four hori-
zontal discs separated by PVC spacers and painted black and white
on inside and outside surfaces respectively. Disc size and spacing
was determined in order to give radiation protection for sun
angles > 50, while causing no interference to natural ventilationm.
This thermistor, like all thermistors in the system,
was incorporated in a Wheatstone Bridge circuit. The output voltage
was linearised by ﬁlacing a 5kQ shunt resistance across the thermistor
arm of the bridge and balancing the bridge at the bottom of the
temperature range.
Extensive multiple-point calibrations were performed
prior to field days to determine the operating expression for'the
Twro—

oint (h
oint (I

183 S

ot and cold) calibrations wer

also performed on the raft at the start and end of field days.

Over the full period, accuracy was maintained within +0.2°C.

3.3.3 Water Surface Temperature

Water surface temperature was measured with circuitry
similar to that used for air temperature.

The water temperature probe mounting seen in Plate 3.4
(No. 1) was carefully designed to ensure that the probe remained
just beneath the surface. The radiation shield was connected
via hinged arms to the raft, giving the shield vertical and
rotational freedom. Three buoys supported the shield at its corners.
These in turn were weighted by a single submerged lead sinker attached

with three nylon cords. The weight ensured that the buoys (and hence the
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probe) always followed wave troughs, but provided no upward
inertia which would have caused the probe to surface.
Calibration of the water temperature probe was conducted

simultaneously with that for air temperature. On only one occasion

did observed errors fall outside the range +0.1°c.

3.3.4 Relative Humidity

A VATSALA HM11 humidity meter was purchased for the
Project. It uses a thin film capacitive sensor which responds
rapidly to relative humidity over the full O to 100% range. The

manufacturer gives the following specificatioms:

(a) humidity range - O to 1007 RH,

(b) temperature range - -40°C to SOOC,

(c) response time - 1 sec for 907 response,
(d) temperature coeff. - 0.057 per loC,

(e) overall accuracy - *27.

The humidity probe was mounted adjacent to the air
temperature probe in an identical radiation shield (see Plate 3.3
No. 3). No signal conditioning was required prior to amplification
and recording by a Messmotor.

Instrument calibration was performed prior to field-
work by adjusting the meter output at known humidities over
saturated salt solutions, namely Lithium Chloride and Potassium
Sulphate. Overall, the instrument functioned very well and within
the manufacturer's specifications, except for a tendency to drift
slowly upward when humidity was high. The meter is seen in Plate

3.2 (No. 4).
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3.3.5 Net Radiation

A SOLAR RADTATION INSTRUMENTS LTD. Net Radiometer (seen
in Plate 3.3 No. 4) was obtained on loan from the CSIRO Division
of Land Resources Management for the duration of the fieldwork.
The operating principles of this type of instrument are given by
Funk (1959). The CSIRO calibration certificate details are:
(a) sensitivity at 20°C -

short-wave: 0.332 mV/mWcm?

long-wave: 0.331 mV/mWcm?,

N

(b) accuracy of calibration - #2.5

The thin polythene hemispheres which act as a wind-
shield for the upper and lower thermopiles were inflated with dry

‘nitrogen gas. The nitrogen bottle and gas lines are seen in Plate
3.3 (No: 5). A slow flow of gas was regulated by a needle valve,
adjusted to give several bubbles of exhaust gas per minute through
a jar filled with water.

The net radiometer functioned well over the experimental
period. No direct calibration was carried out and the CSIRO
calibration data were used. C;ﬁeulations detailed in the next
section show that the net radiation data agree with available
formulae for both short-wave and long-wave radiation. No signi-
ficant absolute errors are apparent, however, a small relative
(percentage) error, in the range +0 to -47%, has been estimated
from the calculations. This is quite acceptable and may be due
to instrument aging or slight opacity of the polythene caused by

photo-oxidation by ultra-violet light (see Funk (1959)).
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3.3.6 Solar Radiation Absorption

Results from the January and February field days indic-
ated that the form of solar radiation absorption in the reservoir
was a major factor in the subsequent behaviour of the surface layer.
As it was not possible to purchase or borrow an underwater solar-
imeter at that stage, a unit was designed and manufactured. This
is shown in Plate 3.5.

The thefmopile, originally from a solarimeter, was
obtained from the CSIRO. It was seated on a PVC base and encased
in a brass cylinder. The glass faceplate was sealed with an O ring.

The unit was held horizontally by three arms suspended
from a point on the signal cable which was also used to lower the
probe. To avoid noise and signal loss in the cable, an operétional
amplifier was incorporated in the cylinder.

A test was performed on two faceplates of different
thickness to determine their transmittance characteristics and
hence whether they might modify the solar spectrum being measured
beneath the water. Figure 3.1 shows copies of the plots produced
by a Grating Spectrophotometer. They show the transmittance or
absorbance of the two faceplates over the wavelength ranges |
0.8 - 2.5puand 2.5 to 3.4 y. Also shown is the true 1007 line of
the instrument. Absolute values are of little interest but the
important points are:

i) the transmittance is high and varies little over the
range 0.8 to 2.7 y. It is obviously also high in the

visible range, 0.3 to 0.8 y,

ii) the transmittance falls sharply after 2.7 y.

Comparing these results with Table 3.1, taken from

Irvin and Pollack (1968), it can be seen that the glass faceplates
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WATER: APsORPTION COEFFICIENT & AND REAL (n,) AND IAMAGINARY () Parts

oF INDEX oF REFRACTION VYERsUS WAVELENGTH A

A A
() ne k n¢ () n, k n¢
0.20 1.424 8 X 102 1.3 X 1077 2.25 1.290 17 0.0003¢
0.25 1.377 3 X 10-: 6.0 X 10-8 2.30 1.256 23 0.0004¢
0.30 1.359 1.5 X 10t 3.6 X 1073 2.35 1.282 30 0.0005¢
0.35 1.349 3% 1073 8 X 10-° 2.40 1.276 42 0.0008C
0.40 1.343 1 X 1073 3 X 107 2.45 1.270 61 0.00118
0.45 1.339 2 % 107 7 X 10710 2.50 1.246 83 0.00163
0.50 1.336 2.5 X 10~ 3 X 10-t0 2.55 1.213 a7 0.00196
0.55 1.334 3.5 X 1073 1.5 < 10-¢ 2.60 1.180 09 0.00204
0.60 1.332 1.5 X 1073 7 X 107 2.625 1.160 100 0.00227
0.65 1.331 2.5 X 10-* 1.8 X 1073 2.65 1.140 131 0.00276
0.70 1.330 0.006 3.3 X 108 2.70 1.134 235 0.003504
0.75 1.329 0.025 1.49 X 1077 2.75 1.133 1100 0.02401
0.76 1.329 0.026 1.5 X 1073 2.80 1.232 4212 0.09361
0.80 1.328 0.021 1.34 X 1077 2.90 1.310 10580 0.2435
0.8¢6 1.328 0.020 1.2 X 1077 2.05 1.325 11700 0.2740
0.85 1.327 0.041 2.77 X 1077 3.00 1.351 10 860 0.2586
0.90 1.328 0.067 4.80 X 1077 3.10 1.426 7430 0.1828
0.95 1.327 0.365 2.76 X 1078 3.20 1.500 3700 0.09422
0.97 1.327 0.46 3.55 X 10-¢ 3.30 1.470 1650 0.04333
1.00 1.320 0.353 2 .82 % 108 3.40 1.449 603 0.01888
1.05 1.325 0.131 1.10 % 10°5 3.50 1.423 334 0.00930
1.06 1.325 0.128 107 X 108 3.60 1.402 193 0.00567
1.10 1.324 0.190 1.66 X 10-¢ 3.75 1.372 119 0.00355
S1.15 1.322 0.800 7.32 X 10-° 3.83 1.358 111 0.00338
1.19 1.323 1.05 9.9 X 1076 4.00 1.349 151 0.00481
1.20 1.323 1.020 0.74 X 106 4.50 1.341 111 0.01472
1.25 1.322 11,800 §.85 X 10°8 4.66 1.338 468 6.00173
1.258 1.322 0.88 8.8 X 10-¢ 4 .80 1.336 431 0.01647
1.30 1.321 1.08 11.17 X 10-¢ 5.0 1.331 308 0.01225
1.35 1.320 2.70 29.0 X 10-9 5.26 1.318 229 0.00959
1.40 1.320 3 14.48 X 1073 5.5 1.303 276 0.01208
1.45 1.310 26.0 3.00 X 1074 5.8 1.266 699 0.03226
1.50 1.318 17.3 0.0002065 6.0 1.313 2138 0.10208
1.55 1.317 9.6 0.0001184 6.05 1.324 2328 0.11208
1.60 1.316 6.2 i 0. 0000789 6.4 1.347 852 0.04339
1.65 1.316 5.1 Y. 0000670 6.5 1.33$ 704 0.04107
1.66 1.315 5.0 0000066 7.0 1.323 618 . 0.03443
1.70 1.315 5.15 0.00006Y7 7.5 1.303 579 0.03436
1.75 1.314 6.4 00000581 8.0 1.293 566 0.03503
1.80 1.312 5.0 0.0001146 S5 1.256 557 0.03768
1.85 1.311 9.5 0 0001399 9.0 1.269 566 0.04054
1.90 1.300 80 5 0 001217 9.5 1.245 579 0.04377
1.94 1.307 114.0 0 00176 10.0 1.214 663 0.05316
1.95 1.307 110 0.001507 10.5 1.185 826 0.0690
2.00 1.304 68 0.001082 11 1.151 1165 0.1021
2.05 1.302 11 0. 0006659 11.5 1.145 1672 0.1530
2.10 1.300 26 0.0004345 12 1.160 2101 0.2092
2.15 1.296 19 0.000325 12.5 1.19 2451 0.2438
2.20 1.293 16 0.000280 13 1.220 2 821 0.2918
2.21 1.292 15.5 0.000272 13.5 1.245 2 980 0.3202
TABLE 3.1 Absorption coefficients for water

(Irvine and Pollack (1968))
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will transmit all wavelengths of interest below the water. The
absorption coefficient in water increases rapidly for wavelengths

> 2.6 n, just before the corresponding increase for glass. Further-
more, almost all the power in the solar spectrum is contained at
wavelengths below this level.

Unfortunately, due to failure of the thermopile, it
was possible to obtain only one data set for the absorption profile
and then not without complication. The thermopile was not temper-
ature compensated and consequently, due to solar heating of the
sealed cylinder prior to use, the output showed a large negative
offset at a depth of three metres as seen in Figure 3.2. Neverthe-
less, the offset was constant over the period of investigation
(checked by consistency of successive profiles) and so some useful
analysis is still possible.

Because only a small amount of radiation reaches the
three metre level (5% to 12% from the T.V.A. (1972) report) the
overall shape of the attenuation curve is relatively insensitive
to even large percentage errors at that depth. Therefore, for
the purposes of analysing Figure 3.2 it can be reasonably assumed
that 10% of the solar flux penetrates to three metres. This éllows
definition of a new origin and re-scaling of the data, taking the
surface reading as 100%.

A simple procedure may now be used to determine an
attenuation profile of the form given by eq. 2.56:

(a) plot the data q(z)/QS vs. z on a log-linear graph,

(b) determine the values of a, and b1 for the lowest linear
portion of the plot,

(c) subtract the curve a e—blZ from the original data. Replot

1

the remaining flux values to determine a, and b, etc.
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The resultant expression for the data collected is

-0.561z -6.89z2

a(2)/Q = 0.54e + 0.30e +0.16e7%92 . (3.1

The value of b3 is tentative; it indicates that 16%
of radiation is absorbed essentially in the first 2 cm.

Whilst the expression has been determined with reason-
able confidence, this aspect of field measurement should receive

close attention in any future studies.

3.4 DATA PROCESSING

The fieldwork associated with this Project was conducted
in the early months of 1976. Reliable data sets were obtained for
four separate days during this period, namely January 15 (15 01 76),
Fébrua;y 3 (03 02 76), February 5 (05 02 76) and April 5 (05 04 76).

The methods employed to process these data are described below.

3.4.1 Data Storage

In the field, the meteorological data in the form of
hourly Messmotor counter readings were entered onto coded data
sheets. Also recorded were hourly spot readings of meteorological
sensor outputs to provide a check for, and supplement to, the
Messmotor recordings. Periodically, observations of wave height,
cloud cover and wind direction was also recorded.

Data from coded sheets were punched onto cards and then
transferred todisc on a large mainframe computer, where some minor

editing was performed.

3.4.2 Data Reduction

From the calibration information obtained, as described
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in Section 3.3, calibration expressions were determined for each
instrument for individual field days. Checks were performed where
redundant calibration information was available, resulting in

estimates of measurement accuracy summarised below:

Parameter Accuracy
Wind speed 0.2 m/sec
Air temperature +0.2°¢

Water temperature +0.15°C
Relative Humidity +3%

Net Radiation +0, -3 mW/cm?

Processed meteorological data for the four field days
appear in Appendix Al. Included in the data are readings from the
Event Recorder anemometer, pyranometer and a Kipp Solarimeter which
was ugéd in the April fieldwork. |
To facilitate examination of the data, computer plots
of individual parameters were produced. Examples of these plots
for the day 050276 are displayed in Figure 3.3(a) and (b). The
timebase on all plots was in hours, starting either from midnight
or 0400 hours. Varying vertgéal scales and zeros were used to
enhance the plots. Points to note when viewing them are as follows
1. The stepped plots indicate that data were averaged over the
various periods (usually hourly). Crosses represent the spot
readings taken. The accuracy of the spot readings varies
depending on the parameter fluctuations and the instruments
response. In particular, readings taken from the humidity
meter may be quite unrepresentative of the mean humidity.

2. The dashed stepped line on the wind speed plots indicates data

from the Event Recorder anemometer.
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3. Errors in the data averages become obvious when viewing the
plots. 1Identification of these errors was the fundamental
reason for plotting the data. These errors may be due to
instrument failure or reading error. They have been corrected
as far as possible, as described in the next section.

4, Inspection of the short-wave radiation plots reveals that,
as expected, the Event Recorder pyranometer resolution is

too coarse for the present application.

3.4.3 Time Series Synthesis

Monin and Kolesnikova (1968) indicate that micrometeor-
ological fluctuations tend to have a spectral gap at a period of
about 10 minutes: turbulent eddies have timescales somewhat shorter
than lO'minutes and large scale circulations have timescales some-
what larger than 10 minutes. On this basis it may be considered
optimal to measure 10 minute averages of meteorological variables.
This was unfortunately not practical during the labour-intensive
field experiments of this Project.

From inspection of the data (hourly averages and spot
readings) plus additional processed data from the Event Recorder
system, it proved possible to synthesise time series of the meteor-
ological variables. The latter source of data is of doubtful
quality and so was used primarily to provide time base information
for wind speed, the most variable parameter.

The method of time series synthesis was as follows.
Large transparent copies of individual plots (as displayed in
Figure 3.3) were overlaid with transparent graph paper and, where

applicable, underlaid with plots of the Event Recorder data. Any



46

available supplementary data were marked on the overlay (e.g.
profiling probe surface temperature d;ta). Conserving the integral
of verified Messmotor averages and giving appropriate attention to
all the additional information, a smooth sequence of line segments
was then drawn to fit the data. Poingsfrom these new represent-
ations were subsequently fed back into the computer. The resultant
data set contained mostly half hourly values but in a few cases
this interval was decreased to 15 minutes in order to describe
changes observed on the Event Recorder plots. Copies of these data
files appear in Appendix A2.

To a small degree this double handling of data may have
degraded overall accuracy. However, the procedure provided a
reasonably accurate representation of the daily cycle of meteor-
ological variables, making it possible to compute the corresponding
cycles of fluxes. Step changes, which may possibly cause problems
in numerical simulation models, have been removed. Importantly,
the resolutions of wind speed changes in the data has been improved
In following chapters, terms dependent on the third power of the
wind speed are computed; neéiect of short term peak values would

introduce large errors.

3.5 FLUX COMPUTATIONS

From the processed meteorological data the various
radiative and turbulent fluxes may be computed, as described in
Chapter 2. Although a numerical model of a reservoir will incor-
porate its own flux computation, it is instructive to calcu%ate
these here in order to examine the importance of atmospheric

stability effects in the reservoir situation.
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3.5.1 Radiative Fluxes

s

Froman inspection of the data it is evident that net
radiation is the only radiation measurement with sufficient resol-
ution to describe diurnal variability. In view of this the following
computations were performed in order to predict the various radiation
components plotted in Figures 3.4(a) to (d).

Net radiation may be expressed in terms of its various

components as defined in Section 2.2:

The short-wave reflectance, R, is defined below .

(l—R)QS is the main term in the balance; it is that
part of the incoming short-wave radiation which penetrates the
water surface and is absorbed below. This term was evaluatedifrom
eq. 3.2’using measured QN’ with QLAC and QLR calculated from eq.
2.54 and eq. 2.52. It is plotted in Figures 3.4(a) to (d) as a
diamond symbol. Also plotted as dotted lines are QLAC and QLR'
Note that downward radiation fluxes are considered here as being
positive.

As a check on the estimate of the short-wave component,
a simplified independent calculation was performed. Values f;r
the normal and diffuse components of short-wave (QSN and QSD
respectively) were obtained from Spencer (1976). These were used
in the formulae of eq. 2.46 to eq. 2.51 to produce a diurnal cycle
of short-wave at Wellington Reservoir. After subtracting the

reflected component, given in the T.V.A. (1972) report as R Qs where

R = 1.18q4 077

(3.3)
for clear skys, the results were plotted in Figures 3.4(a) to (d)

as the dashed line. Agreement between this curve and the values
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from eq. 3.2 is good for clear days (eg. 05 02 76). The curve
also serves as a reference for days when cloud or smoke were preseni
An encouraging feature of the plots is the behaviour of
the two long-wave radiation formulae. It was not necessary to
force the night-time zero for short-wave; it resulted from the
balance of eq. 3.2. The method slightly under predicts the short-
wave during daytime hours, however for this Project the accuracy
is acceptable.
The Event Recorder pyranometer was designed to give
one count per 14.8 mW Hr cm 2. This resolutionwas too coarse to
provide a time representation similar to those of Figure 3.4(a)
to (d). It was decided however to check the integrated values of
this instrument against the integral of the calculated and predictec«
curves. TFor the day 05 02 76 between the times 0800 and 1300 the
pyranometer, predicted @q. 3.2), and calculated integrals were
respectively
414 433 448 W Hr cm 2.
Other comparisons confirmed the 4% difference between values,
although the pyranometer exhigited poor cosine response for low

solar altitudes.

3.5.2 Turbulent Fluxes

Bulk aerodynamic formulae described in Section 2.1.3
are suitable for computing turbulent fluxes of heat, water vapour
and momentum from the meteorological data. As there are a number
of interesting aspects to this computation, a flow diagram of the
program has been included in Appendix Bl and a copy of the program

appears in Appendix Cl.
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Neutral Transfer Coefficients

Following the discussion in Section 2.1.3, the choice
of neutral transfer coefficients applicable to a measurement height

of ten metres was as follows:

Conyo = 10 X 10~ 3 U < 5m/sec
= (1.0 - 0.07(U-5)) x 10~ 3 U > 5m/sec
= -3

Conio = 1-35 x 10

The relatively low wind speeds experience on the four
field days have been taken into account in the above choice

Effect of Measurement Height

The transfer coefficients must be altered if measurements
are made at other than the standard ten metre height. 1In view of
the discussion in Section 2.1.4 regarding the internal boundary
layer problem, measurement heights for wind speeds and air temperature/

humidity were chosen to be four and three metres respectively.

The neutral drag coefficient for four metres is given

by

- 10 4
CDN4 = CDNlO 2n [ZO] / Qn[z ] (3.4)

with zg computed from eq. 2.38. Similarly
wft?) wf22)
o) i

Cowns = Cminio T3 ] (3 ]
nj— n
fo) ZHW

z

(3.5)

with Zuw from eq. 2.37.

v Vapour Pressure and Specific Humidity Calculations

Wigley (1974) gives a formula for the saturation vapour

pressure eS :
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1013.25 exp[13.3185t - 1.9760t2 - 0.6445t3 - 0.1299t%]

o
[

(3.6’

T
s

T -

where t 1 -

T and TS are the air temperature and steampoint temper-
ature respectively (both in °k). He shows this formula to be
accurate to within 0.1% over the wide range (- 50°C < T < 140°C).

The vapour pressure of unsaturated air is then

¢ e
e = Taai (3.7)

where ¢ is relative humidity (%Z). Specific humidity is given by

0.662e
qQ=———

(3.8)
p

where p is atmospheric pressure.

Stability Correction to Transfer Coefficients

Figures 2.1 and 2.2 show the correction to the drag
coefficient as RiB varies. These graphs (corrected for measurement

height) are useful for manual flux calculations; Ri_ may be calcul-

B
ated from field observations via eq. 2.43. The graphs are not

useful for computing purposes however unless empirical expressions
for the relationms Ca/caN N f(Ri;>areobtained.

Hicks (1975) suggests an alternative method of stability
correction which is attractive from a computing viewpoint. The
fluxes may be calculated using an estimate of the transfer coeffic-
ients CD and CHW' A provisional estimate of z/L may then be
obtained from eq. 2.9 and using this, CD and CHw may be corrected
with eq. 2.41 and eq. 2.42. The process is repeated iteratively
until z/L converges to a constant value.

This procedure (see Appendices Bl and Cl) was found to

perform very well. After starting the coefficients at their neutral
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values, satisfactory convergence usually occurred within five steps.
For sequential calculations, it would be more efficient to use the
previously determined coefficients as commencement values for a new
iteration.

Results of Calculations

Figure 3.5(a) to (d) are plots presenting the results
of calculations for the four field days.
Examining first the plots of transfer coefficient and

stabilities it can be seen that both of these vary markedly over

any day. The horizontal lines on the plots represent (from
bottom up) the level of CDN4’ CHWN3 ?nd R1B = z/L = 0. During

early and mid-morning the atmospheric layer is very unstable in

some cases (see Figure 3.5(b)). Th%s is due to the combined effect
of lighf winds, a negative air-water temperature differential and

the buoyancy of water vapour. During calm hot afternoon the stability
is reversed, with a positive temperature differential dominating

the vapour buoyancy. Corresponding to the stability variations,

the transfer coefficients vary by a factor of three or more, leading
to enhanced transfers (eg. evaporation) in the morning and suppressed
transfers on hot afternoons. If the calculations are correct there
are serious implications regarding the practice of using constant
transfer coefficients for all calculations. Hicks (1975), discussing
unstable oceanic conditions, concludes that,

"... in winds of less than about 2 m s !, greatly enhanced

transfer coefficients should be common. In such light winds,
it is quite probable that the atmospheric stability exceeds
the limits imposed by our present knowledge of the flux-
gradient relationships. This, in itself, is sufficient
reason to argue against the blind adoption of the conventional
10 m reference level for the deduction of eddy fluxes from
bulk aerodynamic data; the use of lower elevations when the
magnitude of L is small might be more advisable". (1975, 522)
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In considering the applicability of the foregoing
method of calculation, two observations can be made. Firstly, in
the reservoir case it is of paramount importance that measurements
be made within the equilibrium sublayer of the internal boundary
layer. In retrospect, lower measurement heights would have been

preferable, although proximity to the raft may have caused problems

Secondly and of importance, the water surface temperature measured
and used in the stability calculation may not represent the actual
'skin temperature' of the surface in light wind conditions. This
skin temperature will be closer to the air temperature for all
stabilities, reducing the temperature differential and hence also tt
stability effect. The only tangible means of obtaining the skin
temperature would be by direct measurement of the emitted long-wave
radiation with a Barnes Radiometer or a similar instrument. For
the purpose of this Project it must be accepted that stability
effects may be over-estimated.

In view of the latter point, one modification to the
flux computations was considered necessary. Little is known about
the surface layer similarityiéunctions (¢M,H,W from eq. 2.16 and
eq. 2.17) for instabilities beyond z/L ~ -1. Considering the .
uncertainly of stability determination beyond this point and the
likelihood of obtaining unrealistically high results, fluxes were
re-computed with values of the transfer coefficients held below
the value appropriate to z/L = —-1. Hence the fluxes plotted in
the early mornings and some evenings have been slightly suppressed.

As a check on the iteration procedure and on all of
the surface layer relations stated or derived in Section 2.1,

RiB was calculated by two methods:
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i) from the meteorological data via eq. 2.43.
ii) from the derived relation eq. 2.44.
The agreement between the two was excellent for the
unstable and slightly stable regimes (within 3%) and reasonable
for higher stabilities (within 10%). The high stabilities involve

use of the similarity function eq. 2.21 which may be inaccurate.
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CHAPTER 4

RESERVOIR SURFACE LAYER OBSERVATIONS

In this chapter, surface 1layer temperature and
salinity profiles measured at the Wellington raft station are
presented, together with a general description of the diurnal cycle
apparent in these profiles. This chapter should therefore provide
a qualitative understanding of reservoir surface behaviour prior
to the theoretical treatment in Chapter 5.

On each of the four field days selected for analysis,
the reservoir surface layer observations consisted of hourly profil
of temperature and salinity. These profiles and the meteorological
recordings were staggered by 30 minutes for operational reasons.

No fixed point velocity measurements within the surface
layer were conducted as no instrumentation with the required

resolution was available.

4.1 WATER TEMPERATURE PROFILES

Plate 4.1 is a photograph of the probe used for most
of the fieldwork. The thermistor is located at the bottom of the
probe stem where it is well exposed but sheltered from solar
radiation. On the raft, the probe cable was threaded over the
pulley on the hinged wooden arm (shown in Plate 3.4, No. 2) thus
keeping the measurements free from raft interference. Depth of
the probe was measured by matching cable markings to a base mark

on the arm.
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The circuitry for the thermistor was as for other
thermistors; a stable linearised Wheatstone Bridge. The bridge
output was fed directly to a DVM. A fast response thermistor was
chosen (T < one second) to allow rapid profiles to be taken. This
introduced the problem of correctly reading the DVM when the probe
was not held perfectly still in a region of marked temperature
gradient (the readings became quite variable). Electrical or
thermal filtering was not a satisfactory solution in view of the
requirement to complete profiles rapidly. In retrospect, the ideal
measurement system would be one which integrates the signal over
a specified period (1-10 seconds say).

Calibration of the thermistor circuit was performed
‘prior to field trips in a 1aboratory controlled temperature bafh.
Prior to each field day a multiple-point calibration was again
performed and this provided the operating expressions for the
field day. Prior to each profiling drop, the temperature of a
bucket of surface water was measured by the thermistor and a
thermometer. These values were recorded for subsequent analysis
and can be seen in the processigg output (Appendix A3).

The limit of absolute accuracy of thermistor measure-
ments must be taken as O.IOC, corresponding to the smallest
graduation on the thermometers used. Calibration expressions were
determined to this accuracy and normally appear as a combination
of two linear expressions spanning the temperature range of
interest. The bucket checks indicate that, apart from obvious
reading errors, 0.1°C absolute accuracy was usually obtained.

Relative accuracy of measurements within a profile

would be as high as 0.01% if calibration drift was the only
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consideration. However, the uncertainty introduced by the temper-
ature fluctuations described above degrades this relative accuracy
where strong temperature gradients exist.

The data collection procedure will be described in

Section 4.3.

4.2 WATER SALINITY PROFILES

Salinity was determined from a measure of water conduct-
ivity as described below. The conductivity cell, being the core
of a Philips PW 9510 cell is shown in Plate 4.1. It consists of
two platinum coated plates separated by about 0.7 cm with electrical
connections to each. The cell is orientated at an angle away from
the probe stem to ensure adequate flushing as the probe is lowered.
The probe assembly was designed to cause minimal disturbance at
the point of measurement while being lowered.

Conductivity was measured by one of two meters manu-
factured locally by Automated Laboratory Equipment. One such
meter is shown in Plate 3.2 (No. 5). It applies an AC potential
across the cell and measures the resulting conductivity in umhos/cm.
To improve measurement precision during the fieldwork, the meter's
analog output was also measured by the DVM.

Early experience with the meters highlighted the need
for great care in order to obtain meaningful results. Measurements
tended to drift over a short period and temperature compensation
built into the meter circuit proved to be quite inadequate.
Described below are the calibration procedures adopted in order
to obtain reasonably accurate salinity data.

Standard solutions of reagent grade NaCl in distilled
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and de-ionized water were prepared, covering the concentration
range 200 - 700 ppm. These solutions were immer;ed in a controlled
temperature bath which was cycled over a wide range of expected
water temperatures, with solution conductivity being measured at
specific stable temperatures. The results were then plotted as
shown in Figure 4.1 for Meter 2. From the individual lines, the

slopes were determined which in turn specified the temperature

coefficients

o = (»?.J'B.E%_}.__]LQQ.] %/OC
25

C25 is the conductivity at 250C, the reference temperature for
conductivity measurement. Values of a so determined are printed
against the plots. These values of o were then plotted as a
functiop of salinity. Two such plots are shown in Figures 4.2.
The plot for Meter 2 shows the desirable result; o is practically
independent of salinity. The plot for Meter 1 shows o strongly
dependent on salinity, for reasons unknown. Fortunately,Meter 2
was used for all but the January fieldwork.

With a value of didetermined from Figure 4.2, conduct-

ivity may be corrected to a 25°¢ equivalent by

c =—20C 4.1)

25 T
(1 - o155

Conductivity is also a linear function of salinity.
From Figure 4.1 we may obtain values of C25 for each solution,
giving the required relation. Due to the tendency of the meters
to drift however, a two point calibration (conductivity and temper-
ature for two solutions) was performed on the raft immediatéiy
prior to each profile. This information is tabulated in the

processing output (Appendix A3).
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4.3 DATA ACQUISITION AND PROCESSING

4.3.1 Profile Data Collection and Storage

The hourly profiling procedure consisted of lowering
and holding the probe at pre~determined depths, then reading, from
the DVM, the values of conductivity and thermistor output. These
values were entered manually on a coded sheet and subsequently
transferred to a computer together with the meteorological data.

To obtain the required resolution in regions of
possible strong gradients, the depth increments were chosen as
follows; 0.2 m for the first metre, 0.5 m from one to five metres
and one metre increments thereafter, stopping at some depth within

the seasonal thermocline.

4.3.2 Data Reduction

When processing the temperature profile data, the
calibration expressions were not modified to reflect bucket cali-
brations, in view of the generally good agreement.

To process conductivity data, a new calibration expression
was determined from the two-point salinity/conductivity calibration
for each profile. These expressions appear in the processing output
(Appendix A3). The temperature coefficient o was taken as 2% for
Meter 2 and 1.7% for Meter 1. The latter value was chosen from
Figure 4.2 for an average value of surface layer salinity (450 ppm).

The resultant processed profiles are presented
as printouts in Appendix A4 and computer plots of temperature in
Appendix A5. Several profiles appear in each plot to highlight the

diurnal cycle. Note that the last profile on one plot appears as
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the first on the next plot to aid comparison.

At the commencement of this Project, it was intended
to observe the surface salinity profile carefully in order to
relate residual salt measurements to evaporation. Inspection of
Appendices A3 and A4 reveals however that lack of measurement
accuracy and resolution precludes any meaningful analysis. The
task was simply beyond the capability of the conductivity meter
and calibration system. As there is no structure of interest in

the surface salinity profiles they have not been plotted.

4.4 RESERVOIR SURFACE LAYER BEHAVIOUR

4.4.1 A Qualitative Examination

From a perusal of the temperature plots of Appendix
‘A5 and of the profile listings of Appendix A4 (which contain
information for depths below 12 metres) it is possible to gain an
understanding of the structure of the reservoir surface during
summer. The essential features of the structure have Been included
in the schematic in Figure 4.3. Close to the surface, the temper-
ature structure varies on a diurnal timescale whereas the temperature
and salinity structure below aiaepth of several metres is stable,
varying only on a seasonal timescale.

A qualitative examination of the plots of Appendix A5
and the meteorological fluxes (Figure 3.5) reveals the following
typical summer daily pattern. In the early morning there is a deep
homogenous surface layer, sometimes as deep as the seasonal well
mixed layer itself. Solar heating in light wind conditions (with

small evaporative and sensible heat losses) results in the cessation

of mixing throughout most of this layer by mid-morning. At this
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stage there is not enough mixing energy available from wind stirrin;
or surface convection to overcome the stable buoyancy gradient
induced by solar heating. Continued solar heating results in the
formation of a temperature profile, the form of which is determined
by the solar attenuation profile eq. 3.1. The diurnal well mixed
layer may have practically disappeared. The picture changes in

the afternoon if the wind strength increases (see Appendix A5.2)
Wind stirring, surface convective overturn due to evaporative
cooling, and internal shear instability now override the decreasing
solar input and so the diurnal well mixed layer deepens for the
remainder of the day. If stirring and/or cooling are strong

enough (e.g. a storm or cold night) mixing may.proceed to the base
of the seasonal well mixed layer, following which, erosion of

" the seasonal thermocline will commence. This was observed in the
April field day (050476) (see Appendix A5.10).

It is quite evident that the seasonal temperature
structure represents the cumulative effect of the diurnal ﬁeating
and mixing cycles over many successive days. In early summer,
intensifying solar radiation heats the upper waters, forming a
stable density structure whicﬁsresists mixing. When significant
mixing does occur, it penetrates only to a medium depth and serves
only to sharpen the temperature gradient at that depth. Over
time, this leads to the formation of the seasonal thermocline,
which in mid-summer may be quite thick (e.g. three metres) and
very strong (e.g. SOC). Evening convective mixing becomes stronger
in autumn, causing the diurmal well mixed layer to deepen to the
full seasonal well mixed layer depth and then encroach on the

seasonal thermocline which is consequently sharpened. The seasonal
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structure is destroyed completely by mid-winter.

4.4.2 Significance of the Reservoir Temperature Structure

The temperature structure of a reservoir, as determined
by its diurnal and seasonal cycles, is important for a number of
reasons. These are discussed below.

Biological production (phytoplankton and zooplankton)
is dependent on the concentration of nutrients and on light
intensity. Under favourable conditions, blooms may occur over
periods as short as a few hours. Such conditions occur near the
surface on hot, still days where the diurmal well mixed layer is
very shallow and hence downward mixing of the biological constituents
is limited. An investigation of these biological processes in a
reservoir necessitates a sound understanding of the diurnal cycle.

The seasonal thermocline acts as a strong barrier to
mixing, impeding the movement of water and its dissolved constit-
uents between the epilimmion and hypolimmnion. Dissolved oxygen,
which is replenished at the surface, may become depleted in the
hypolimnion due to bacterial action, with a subsequent degeneration
of water quality. In the Wellington Reservoir it is also observed
that cold, high salinity inflows remain in the hypolimnion, being
prevented from mixing upward by the seasonal thermocline. A similar
phenomenon is found in the atmosphere where pollutants may be
trapped in a neutral layer beneath a temperature inversion.

Reservoir flows which occur within a temperature
stratified region are modified by the effects of buoyancy. Imberger
et al.(1979) summarize the theory which describes selective with-
drawal and inflow of water in the stratified waters within or below

the seasonal thermocline.
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In order to manage the quality of water in a reservoir
where the above effects are present, it is necessary to be able
to predict the behaviour of the temperature and salinity structure
on both daily and seasonal timescales. With the data presented in
Chapters 3 and 4, an analysis of the diurnal cycle is possible.
During any one of the field days the seasonal thermocline may be
considered to be stationary. All the mechanisms which act together
to form the seasonal thermocline and well mixed layer are present
and active in the diurnal cycle. It is therefore proposed to
develop, in the following chapters, a model of the diurnmal cycle,
the predictions of which will be compared against the observed
profiles. If validated for the diurmal case, the model may then
be ﬁsed for seasonal predictions where averaged meteorological

‘data are used.
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CHAPTER 5

THEORY OF MIXED LAYER ENERGETICS

In recent years, well mixed layers have been modelled
by two distinctly different methods. Mellor and Durbin (1975) and
others have obtained solutions to the fundamental equations based
upon simplifications of second order closure schemes. The main
body of work, however, has concentrated on the development of
models in which the vertical distributions of temperature, velocity
and other constituents are specified. As Niiler and Kraus (1977)
point out, the simplicity and physical insight afforded by this
integral approach is adequate justification for pursuing it.

In the following sections a general well mixed layer
model is developed. Firstly, in Section 5.1, a set of equations
describing the energetics of a well mixed layer are derived. In
Section 5.2, existing models and specifically the assumptions
employed by those models are surveyed. Finally, in Section 5.3;
a complete description of selected parameterization schemes with
an evaluation of the various coefficients is presented. This
section also deals with problems specific to a medium sized

reservoir.

5.1 WELL MIXED LAYER INTEGRAL RELATIONS

Figure 5.1 shows schematically a well mixed layer in
a body of water. The various parameters shown are

T surface wind stress
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HS surface sensible heat flux
HL latent heat loss

W evaporation rate

QL net long-wave radiation

QS net short-wave radiation

q(z) short-wave penetration profile

TS well mixed layer temperature
SS well mixed layer salinity
US well mixed layer velocity
AT thermocline temperature jump
AS thermocline salinity jump
AU thermocline velocity jump
h well mixed layer depth
6 thermocline thickness
In terms of previously defined parameters,
D QL = Qr ~ Qac
ii) QS = {—(l—R)QS} from eq. 3.2
iii) W= -2 (with units of m s 1)
1000

In Figure 5.1, two possible co-ordinate systems are
shown. All fluxes are positive upward. Hereafter, the name well
mixed layer will be abbreviated to WML.

Assumptions implicit in the formulation of WML models

are:

1. The WML is uniformly mixed with constituent profiles as shown
in Figure 5.1, and moves as a slab.

2. Horizontal advection of temperature or salinity differences

may be ignored; hence the model is one-dimensional.
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It is not strictly necessary to specify uniform profiles of
temperature, salinity and velocity in order to use the integral
approach described below. Instead it is necessary that, at every
level within the WML, the appropriate temperature, salinity and
velocity scales are the layer averages of each variable, so that
the integral method will correctly describe the various physical
mechanisms involved in WML formation.

To obtain a solution giving the WML temperature,
salinity, velocity and depth over time, the one-dimensional
equations for heat, mass, salt, momentum and turbulent kinetic
energy must be solved throughout the layer. With the assumed
structure of Figure 5.1 it is possible to intégrate these equations
over the full depth (0 < z < H) and so include the integrated
influence of all the relevant terms. The origin (z = 0) may be
at the reservoir bed, or at some level in the water below which
no surface effects penetrate.

The following procedure is employed in the evéluation
of integrals. The integral of a parameter f(z,t) over (0 < z < H)
may be separately evaluated fo; three regions; the epilimmion
(£ < z £ H), the thermocline (éié < z ¢ £E) and the hypolimmion
(0 £ z £ E-8), giving three integrals

H E-§ 3 H

J f dz = J f dz + J f dz + J f dz

o o £-¢ g
Iﬁ f(z,t) is itself a time derivative and the limits of integration,
£ and £-6, also vary with time, then the integration must obey

Leibnitz's Rule.

5.1.1 Heat

The one-dimensional equation of heat may be written as

T _ _ 8 v 1 8a(z) 1
ot 9z 8w pon 9z -1




79

where Py is a reference water density.
As an example of the integration procedure described
above, the three integrals are evaluated below, term by term.

(A) Hypolimmion (0 - E&-6)

E-§ E-§
aT, _a rcens 4G=8)
J ot dz Y JO T dz T(E-6) at

E-¢ 5 -
JO - 3;-6 w'dz = 8'w'(0) - 8'w' (£-8)

p C dz p C

E-§
J Sl 494, - _ L [qe-¢8) - q0)]
o op oPp

The heat balance is therefore

E-8
9 _ _ d(E-$) T _ AT (r_
SE-JO T dz = T(&-9) EE————~+ ? w' (0) B'w' (E-6)

1

pOCp

[q(&-8) - q(0)] (5.2)

The first right hand side (RHS) term represents the loss of
heat in that fluid being entrained from the hypolimmion into the
epilimmion. The other RHS terms are flux boundary conditioms.

(B) Thermocline (&-8 ~+ &)

g 3
T 3 I dg d(E-6)
= dz = — T dz - T(§) == + T(&-6) 5——~

Jg—a ot L dt dt
(1) (2) (3)

For the purposes of the model, use is made of the

observation that the thermocline is often very thin (i.e. § and g%-+ 0).

So, (1) vanishes and (2) and (3) together reduce to

- AT-%%-, where AT = T(E) - T(&E-§)

€ S——res
next, J - 9 p'w'dz = 0'w' (E-8) - 9w’ (E)

£-6 9z
2 1 aq 1

and f - =, 42 7 - =% [q¢8) - q(&-3)]
-5 Pop op

For the type of profile q(z) shown in Figure 5.1,
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(qa(e) - q(-6)] >0 as 6§ + 0 , so

BT (6) - B (£-8) = AT $& (5.3
This is often called the heat flux jump condition across the
thermocline.
(C) Epilimmion (& = h)
H H
9T .2 ey SB ae
J e dz = Y J T dz T(H) at + T(&) at
13 g
(1) (2) (3)
Now T = T(H) = T(g) = TS in the epilimnion so (1) becomes
d
it (TSH - TSE).
Expanding via the chain rule and adding (2) and (3) gives
dTS
h T where h = H - £.
B, L L
next, J - — 0'w'dz = 8'w'(E) - 8'w' (H)
oz
g
H 1 4 1
and - A= la® - q(&)]
p C dz p C
g op op
Combining the terms gives
dT g’
I e Y N 1 :
h—==8"w(§) - 8'w' (H): - [a(®) - q(&)] (5.4
dt pOCp

Eq. 5.3 and eq. 5.4 together describe the heat balance
of the WML. Eq. 5.2, included for completeness, is not explicitly
required in a WML model, although a solution to eq. 5.1 below the

thermocline is required in order to evaluate AT over time.

5.1.2 Momentum
The form of the momentum equation for horizontal plane

flow follows from eq. 2.1:

au A ) .
—==-fkxv-L -ty 5.5
at N p_ P ' ¢

e}
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Csanady (1975) gives the criterion for which internal
waves in a two layer rectangular basin will not be affected

substantially by rotational effects:

h,h
. Ap 172
< ==
2L Q sing¢ o g m

with Q earth's angular velocity,
¢ latitude,

h, & h, thickness of top and bottom layers,

H total depth,
hp density jump (p, - ),
L basin length.

This criterion is marginally satisfied in the Wellington
Reservoir, that is, the reservoir’is small enough for rotational
effects to be unimportant. The first RHS term will therefore be
neglected and only the horizontal velocity u = U + u' in the direction
of the floQ will be considered.

Eq. 5.5 may be integrated as follows:
(a) Thermocline (&-§ ; £)

TWT(E) - uw (£-6) = AU S (5.6)

If flows beneath the thermocline are neglected, then the velocity

difference across the thermocline AU = AU, = U The term u'w' (£-6)

S S®
represents loss of momentum from the WML into the stable hypolimmion,
the major mechanism being radiation of internal waves which will be

discussed in the next section.

(B) Epilimmion (& = H)

- s _ W) - W) - PGRAD (5.7)
dt

Discussion on the possible effects of horizontal pressure
gradients in a finite length reservoir will be deferred until

Section 5.3



5.1.3 Mass
A one—dimensional mass conservation equation for the
configuration of Figure 5.1 is

M _

9 = .o 34(z)
T 5z PV + C (5.¢

b 9z
where o is the thermal expansion coefficient of water. The last
term represent density variations induced by internal absorption
of heat from solar short-wave radiation (note that q(z) is negatix
downward).

For the sake of rigour it is necessary to consider the
total depth (0 ¢ z < H) plus an infinitesimal conductive sublayer
(H < z < H+d) through which heat and mass transfers occur by mol-
ecular processes; it is not stated a paAloil that turbulent fluxes
are continuous across the interface.

Integrating eq. 5.8 over (0 < z ¢ H) and neglecting

q(0) gives
d H di —— o
RJ pdz=p(H)3—t-—p'W'(H)+ T q(H)

(o] P

The LHS is the rate of change of total mass of a columm which,
intuitively, is due only to éﬁaporation or precipitation. In the
case of evaporation, fresh water is removed leaving a salt residue

so that
5 H
e fo p dz = - p(H)W(1-BSg)

where B is the mass coefficient for salt.
The quantity dH/dt may be independently evaluated.
It is the vertical expansion or contraction of the columm due to

net heating or cooling, minus evaporation, so that
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~

dH _ oH _
dt = " p(DC. W (5.9)
P
with H sum of all atmospheric turbulent and radiative heat

transfers.at the surface.
As before, bottom transfers (z = 0) are neglected.

Combining the foregoing equations gives

= - a(é—g(H))
plw' (H) = - p (W3 e, + WBs, ]

or, expressed in terms of heat and salt components, and density Py

_ agfw (M) = - —2& (H - q(H)) (5.10)
p C
op

Bg s'w'(H) = - BgWSS (5.11)

These are the jump conditions for heat and salt flux at the surface.
The derivation above shows that ST;T is not constant

and continuous across the interface, but is determined, below the

conductive sublayer, by the rate at which the mass of the column

is falling (rising) due to thermal contraction (expansion), with

an extra contribution from salt residue. The work of some previous

authors, who use surface based co-ordinates, is misleading as they

are obliged to consider that Bﬁgﬁ-is continuous across the air-water

interface.

5.1.4 Salt
Conservation of salt or any other tracer in the fluid

can be written as

38 _ 2 o j (5.12)

with: s' salinity fluctuation. No sources or sinks are considered.
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Integrating across the WML gives:

(A) Thermocline (&-8 + &)

STw' (E) - 5Tw (E-8) = AS -g—_% (5.13
(B) Epilimnion (& = H)
dsg -
h—==s'w'(£) - s'w'(H) (5.14
dt
5.1.5 Turbulent Kinetic Energy

Following Denman (1973), the equation for turbulent

kinetic energy (hereafter TKE) may be written as

— t ——
o p0
(@) (2) (3) (4)  (5)

The various numbered term are defined below:

(1) time rate of change of TKE,%ﬁin the WML, where

E= (u'2+v'2 +y'2),

(2) production of TKE due to the working of the Reynolds stress
(:GT;T) on the mean shear,

(3) divergence of the Vertic§; flux of TKE induced by pressure (p
and velocity fluctuationsvat the upper and lower boundaries,

(4) TKE expended in working against buoyancy forces

%—-3767 = - agb'w' + Bgs'w'’
o

(5) rate of destruction of TKE by viscous dissipation.
Eq. 5.15 is also integrated across the WML as follows

(A) Thermocline (£-§ —+ E)

w‘m
|l
N =i

3 g
1 =2 Ll gy 9 4L g g 4CE=8)
I«E—G 55 dz = = L—G dz - 5 E(8) g2 + 5 E(&-6)

(L (2) (3)
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Denman (1973) found that m = 1 gave the best results for
his model which essentially follows Kraus and Turner's (1967)
formulation. Larger values for m are deduced from analysis
of storm deepening events, however the influence of shear
deepening may invalidate these.

(b) Ball (1960) proposed that n = 1, arguing that large convective
eddies would be little affected by dissipation. Other workers
have provided estimates in the range 0 < n < 0.113.

(c) The shear energy conversion factor s, accounting for dissipation
and, to some extent, leakage via internal waves, has received
little attention from researchers. A tentative estimate is

s = 0.7.

5.2.5 Sherman Imberger & Corcos (1978), Fischer et af. (1979)

These authors have presented a generalised entrainment
relation which includes all the various mechanisms proposed by KT,
PRT, and ZT. Although there are some differences in approach to the
problem, their results will be seen to be a special case of the
analysis to follow; for this reason a separate description is not

presented here.
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other two, because |dH/dt|<<|d&/dt|or [dh/dt| and E(H) < ES(from
Willis and Deardorff (1974)).
Expanding the first term by the chain rule gives

H1 o 1, % Egae 1
2 2

1= dg
har - 7 ac T2 EG) &

The next integrated term is

o = agh = gh =
agf'w'dz = 0" (£) + 50— H
£ 2 Zpocp *

- H
where H, =[p°Cp8'w'(H) + q(H) + q(&) —'%'J q(z) dz]
12

The first RHS term, after substitution of eq. 5.3, is seen to be
the increase of column potential energy dﬁe to entrainment of
heavier fluid through the thermocline. The second RHS term is

the change of colummn potential energy due to the surface heat flux
term ﬁ*. The formcxfﬁ* indicates the dependence of potential
energy on the distribution of heating and cooling within the layer
in particular, the form of q(z) must be accﬁrately spécified.

The remaining integrated terms are

H —— Beh [ —
J - Bgs'w'dz = - =52 {s-:-‘w' (g) + s'w'(m]

2
£
H e H
[ B - B
g °f o ?o £

K(E) - K(H) for simplicity.

H 3U
J - u'w' Sz-dz = SH(H) for simplicity.

A vertically averaged WML dissipation rate may be

defined as ¢

H
S=l/hf€sdz.
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Then

H

Jg - € dz=-esh
The terms from the thermocline and epilimmion TKE

balances may be added to give a total WML balance:

dE E
h S8 _ S dg —8) -
29 =7 at + SH(E) + SH(H) + K(&-98) K(H)
(1la) (1b) (2a) (2b) (3a) (3b)
ogh r—— ﬁ* Bgh r—— -
+ —g— [e'w'(g) + 1 - [s"w'(§) + s'"w' (H)] - e.h
poCp 2 S
(5.17)
(4a) (4b) (4c) (44d) (5)

Numbering of terms conforms to that of eq. 5.14. Eqs. 5.3, 5.4,
5.6, 5.7, 5.10, 5.11, 5.13, 5.14 and 5.17 form the equation set

which must be solved in order to describe the behaviour of the WML.

5.2 REVIEW OF EXISTING MODELS.

The above set of equations are intractable as they
stand. In order to solve them it is necessary to make a number
of simplifications and to parameterize some of the turbulent flux
quantities in terms of mean flow quantities. In this section a
review of models proposed by other authors is presented. Attention
is drawn to the mixing/deepening mechanisms included or neglected

and the closure hypotheses employed.

5.2.1 Kraus and Turner (1967) (KT)

These authors consider the following mechanisms from

eq. 5.17:

i) mechanical energy input at the surface from wind
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stirring, (terms 2b, 3b),
ii) potential energy change by entrainment plus surface
heating or cooling (terms 4a, 4b).
KT also note the possible importance of dissipation
but do not attempt to include a parameterization of this term.
The proposed balance is therefore

~

H

SH(H) - K(H) +—°i§1—1 [e7w'(5) + p*C =0
op

Without reference to the specific forms of SH(H) and K(H) they
propose that the wind working rate must be proportional to the

stress times a water velocity scale,

SH(H) - K(H) = T u, = pau*: /pa/p

u, is the water friction velocity and subscript a refers to air.

5.2.2 Pollard, Rhines and Thompson (1973) (PRT)

Errors exist in the formulation of these authors"
model, as pointed out by Niiler (1975). For this reason their
derivation will not be discussed here. However, the model they

propose can be shown to repreéént a balance of the following terms:

i) shear production of TKE in the entrainment zone
(term 2a),
ii) potential energy increase associated with entrainment
(term 4a).
i.e. SH(E) +9§3‘— 8'w'(E) =0

If, as shown in Section 5.3.1,

C
d
SH(E) = 3 0057 3
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the above balance after substitution of eq. 5.3 becomes

AT
agh 22 = CS (5.18)
S
which is these authors' Richardson No. criterion for marginal
stability, with CS = 1. The WML velocity AUS is computed from

the momentum equation 5.7. This model therefore predicts that,
following the onset of wind, the layer depth will adjust to maintain
the balance of eq. 5.18, so that

C_.AU_2
h =T§§Z% (5.19)

5.2.3 Tennekes (1973), Zeman and Tennekes (1977) (ZT)

The original work of Tennekes (1973) was corrected
and expanded by Zeman and Tennekes (1977); most of the following
summary refers to this latter work.

These authors attempt to solve the TKE eq. 5.15 locally
at the inversion base rather than integrating eq. 5.15 and the
other equations as has been done in Section 5.1. Unlike the
integral formulations where terms are formally derived, their
approach has necessitated a number of hypotheses and parameter-
izations of surface to inversion base transfers.

The flux convergence is parameterized in terms of

0 , the average standard derivation of vertical velocity fluctu-
w

ations:
3 ' E o,
< . 'R_.{..__ = - '_L .2
0 | o 2] CF h (5.20)

Implicit in this is the tendency of the turbulence

towards isotropy so that at all times E o owz(recall E = ou2+ov2+cw2

where 0U2 =u'?, 0V2 =v'2, g2 =y'2),

w
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It is assumed that energy is re-partitioned between the three
components as fast as it is consumed through crw2 by work against
buoyancy.

Tennekés (1973) proposes a balance between flux
convergence and entrainment potential energy at the inversion

base:

03
+ch1=0 (5.2

g (e|w|) h

p i
Following Deardorff (1970), ZT set a, proportional
to the convective velocity scale
& 5=y nl
Ve = |7 (e'w')o h 3, (5.2
0
consistent with their initial assumption that the turbulence is
always in equilibrium with boundary conditions (surface fluxes).

Substitution of eq. 5.22 into eq. 5.21 gives

(e'w')i / (e'w')o = G (5.2

This relation holds in steady-state convective conditions.

They derive a temporal term

1 3E 0,2 dh
= _w _dh
T T (5.2

by appealing to an independent argument. No such argument is
required if the TKE equation is integrated with the use of Leibniz
Rule at the inversion boundary (see eq. 5.17(1b)). TFor boundary
layer growth in a neutral atmosphere they derive the relation

CF /CT = O.Bu*/dw (5.25

ZT attribute some (or for lérge AT, all) of the TKE

flux convergence at the inversion to dissipation, identifying
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internal wave radiation as the energy sink. From the integration
of the TKE equation it is evident that the term K(£&-8)(eq. 5.17
(3a)) accounts for this sink. ZT attempt to parameterize their
dissipation term but with limited success.

For the case where surface wind working is important,

S, must be a function of both w, and u,.ZT hypothesise a linear
combination of convective and mechanical contributions:

i.e. (owz)i « w*2 + n2u*2

This hypothesis breaks down if w, goes negative (e.g. solar heating
of a reservoir) as the above relation still predicts a positive
contribution of TKE from w*z. The correct hypothesis should specify
that the flux of TKE be determined by some combination of the

power per unit area available from surface wind stirring and cooling,

as proposed by Sherman, Imberger and Corcos (1978):

(03, «wd + ndu,? (5.26)

‘Although ZT parameterize . incorrectly, the coefficients
of interest here are determined correctly. Analysis of laboratory

data by ZT yields

1 -—
CF 0.5 CT = 3.55
n=2.15
ZT include a mechanical production term due to shear

at the inversion base but the argument involves their concept

of inversion base dissipation and so will not be considered here.

5.2.4 Niiler (1975), Niiler and Kraus (1977) (NK)

The reader is referred to the latter of these papers
for a good up-to-date discussion of well mixed layer modelling.

NK employ integrated forms of the WML equations
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but use a surface based co-ordinate system which complicates the
derivation of terms like the surface buoyancy flux g/po W' (H)
and the entrained fluid agitation term 1/2 ES dg/dt.
Important parameterization schemes introduced by NK
are summarised below:
i) the Reynolds stress at the thermocline base, u'w' (£-8) is
given the form

u'w'(g-§) = - C AUS2 (5.27)

where C is a drag coefficient. The term accounts for momentum
loss via internal wave radiation and acts against the build

up of layer mean velocity. However, due to lack of information,
no value of C is given; it is expected to be a function of
hypolimnion stratification.

ii) They omit the leakage flux of TKE, K(&-6), representing (in
the main) the work of pressure fluctuations in the formatiom
of internal waves in the hypolimmion.

iii) K(H), the surface flux of TKE, is taken as proportional to
wind working in the atmospheric surface layer, that is, a
stress times a wind velocity, so

- K(H) « u*a3

or in terms of the water friction velocity (where u, = ¢5;7B;_u*

- K(H) = mlu*3, where m; is a constant. (5.28)
iv) SH(H), the production of TKE in the surface shear layer is

also taken as proportional to wind working and therefore

incorporated in eq. 5.28. Kraus and Turner's (1967) formulation

(stress times a water velocity scale) amounts to the same

result.

The result is derived as follows. SH(H) was defined in
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Section 5.1 as

H

SH(H) = j - 2 g,
9z
3
Considering a thin surface shear layer superimposed over the
mean flow, with applied surface stress 1 = Py u*z,
i oU
= 2 oY = 2 -
SH(H) = u, J 5, dz = u, [u@) - vE)]

g

The surface drift current U(H) - U({) is known to be proport-

ional to u, SO
a

SH(H) « u,3
This may be incorporated in eq. 5.28
v) Using eq. 5.6 and their drag relation of eq. 5.27, NK evaluate

the thermocline shear term

SH(E) = 1lim

- u'w' 2= dz = < AU ————CAUS3 (5.29)
60

Jg —r 3U 1 ,.,dh 1
£ 3z 2°°s dt 3

vi) MK indicate that dissipation is the most arbitrary link in

the formulation. Dimensionally it is expected that

he, « g 3 (5.30)

On intuitive grounds, they propose that dissipation acts to
reduce the efficiency of individual TKE production mechanisms,

and can therefore be accounted for by introducing efficiency
~coefficients or reducing the value of existing coefficients. With
coefficients m, n and s, the net TKE production is

2 dh

s” dt (5.31)

mu,, 3 +% [(1+n)B - (1-n)[B_|] +—§-AU

: . 1 /o C - RosTal
In this Project, B0 agH*/pon Bgs'w' (H). The
peculiar form of the second term ensures that if BO is -ve (strong

solar heating) dissipation does not affect it.
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Whilst this seems logical its application 'to a WML 1is
questionable. Eq. 5.31 implies that, if wind stirring dominates
over surface heating, only that part of wind stirring energy
remaining, after depth integrated dissipation, is available to first
overcome the heating potential energy deficit and then deepen the
layer further. However, most of the work to increase the potentia:
energy (to drive the negative buoyancy flux aéEﬁFT) is accomplishec
high in the layer. (For the simple case where solar penetration
is absent, 9'w' decreases linearly with depth in the well mixed
model). It is reasonable to expect that the efficiency of wind
working will be greater for this 'surface work', implying that m
should be larger in this situation.

The internal wave radiation loss term 1/3 C AUS 3
from eq. 5.29 is deduced to be small and is included in the shear
production efficiency s.

NK assume that steady-state conditions prevail, so
dES/dt = 0. They further assume that the fluid agitation flux
1/2Esd5/dt is small compared to the entrainment working rate for
most oceanic conditions and hgnce may be neglected. The applic-
ability of these assumptions éo. the reservoir case will be discus
in the next section.

Determination of the coefficients m, n and s involves
great uncertainty and is made difficult by a lack of experimental
data. Limited evidence available indicates that the coefficients
m and n are not constant, but are decreasing functions of the rati
of the energy consuming and producing terms. Evidence offered by
NK for the possible magnitude of these terms is as follows:

(a) Laboratory experiments of Kato and Phillips (1969) gave m = 1
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Denman (1973) found that m = 1 gave the best results for
his model which essentially follows Kraus.and Turner's (1967)
formulation. Larger values for m are deduced from analysis
of storm deepening events, however.the influence of shear
deepening may invalidate these.

(b) Ball (1960) proposed that n = 1, arguing that large convective
eddies would be 1little affected by dissipation. Other workers
have provided estimates in the range O s n < 0.113.

(¢) The shear energy conversion factor s, accounting for dissipation
and, to some extent, leakage via internal waves, has received
little attention from researchers. A tentative estimate is

s = 0.7. -

5.2.5 Sherman Imberger & Corcos (1978), Fischer et af. (1979)

These authors have presented a generalised entrainment
relation which includes all the various mechanisms proposed-by KT,
PRT, and ZT. Although there are some differences in approach to the
problem, their results will be seen ﬁo be a special case of the
analysis to follow; for this reason a separate description is not

presented here.
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5.3 SELECTED PARAMETERIZATION SCHEMES

Based on the work of other researchers summarised in
the previous section, plus some new hypotheses, simplifications
and parameterizations of terms necessary for closure of the WML

equations are presented here.

5.3.1 Individual Mechanisms

Internal Wave Effects

Too little is understood about energy and momentum
transfer via internal waves in the hypolimmion to explicitly
include these terms. Like NK, it must be assumed here that energy
losses are to some extent accounted for by a reduction in the
.efficiency of entrainment work.

Consequently, the following terms are neglected:

u'w' (£-8) from eq. 5.6

and K(&-6) from eq. 5.17.

Other Leakage Terms
Based on the reasog;ble assumption that all turbulent
fluxes vanish at the thermocline base, the heat and salt fluxes
8w (E-8) from eq. 5.3
and s'w' (£-8) from eq. 5.13.

are set to zero.

Surface Wind Working

Following KT and NK, the surface TKE fluxes and the
surface shear production are jointly parameterized as

SH(H) - K(H) =mju,> (5.32
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Thermocline Shear

Niiler (1975) obtained an expression for shear prod-

uction of TKE at the thermocline:

- Llog2dh_ 1,248
SH(E) = > AUS ac > AUS e (5.33)

This indicates that the mean kinetic energy lost due to entrainment
of quiescent fluid becomes available to work locally to further
deepen the layer. However, it is expected that a significant
portion of this energy will be fed into the well mixed layer (via
the term K(£)) and there be dissipated. Hence it is necessary to

include an efficiency coefficient CS analogous to NK's s.

-

Surface Heat and Salt Buoyancy

ZT introduced the buoyancy velocity scale defined in
eq. 5.22. Combining the surface heat and salt buoyancy terms

(4b) and (4d) from eq. 5.17 gives a modified buoyancy velocity

scale,
3 -
Wy ol _
- gh -
2 5 [pon swssj] (5.34)

Dissipation

As seen in eq. 5.31, Niiler and Kraus (1977) include
the effects of dissipation as a reduction of individual energy
source terms, claiming that this approach is most consistent with

the current understanding of dissipation processes. The approach
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is limited however by a lack of information from which to determin
the various efficiency coefficients. 1In view of this, and in orde
to simplify the current model, the alternative parameterization of
Mahrt and Lenschow is used:

C 3
eh=-2g /2 (5.35)

s' 2 s
This expression is obtained from dimensional analysis. Similar
forms are used by Zeman and Tennekes (1977) and Garwood (1977).

Laboratory results of Willis and Deardorff (1974) support this

parameterization.

Net Surface Energy Production

It is convenient to combine the buoyancy and wind drive

surface production terms in the following form:

q,3

-1 3 3
5 = '-2-' [W* +2mlu* ] . (5-3(

5.3.2 Turbulent Kinetic Energy Convergence at the Thermocline

The vertical inteéfal models of NK and others have
neglected the energy storage terms (la) and (Ib) of eq. 5.17 in orde
to close the equation set. However the formulation of ZT suggests

a closure scheme whereby E_, may be explicitly retained. Eq. 5.20

S
expresses the TKE flux converging below the dinversion in terms of
the vertical component of TKE, owz, and a vertical velocity scale

o, This flux provides the energy for the local sinks, identified

individually by ZT as entrainment work (eq. 5.21) and entrained

fluid agitation (eq. 5.24).
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Considering now the integrated energy balance of eq. 5.17,
it is possible to hypothesise a similar energy transfer mechanism
to provide closure. This is stated here in two parts:

i) The flux of TKE directly above the thermocline may

be modelled by - CF/2 ES3/2 where Eg = sz
ii) This flux, together with any local TKE production,
supplies all energy sinks at the thermocline.

From inspection of eq. 5.17 the following expression

satisfies (i) and (ii) above:

C E
___F 3/2=gh———- __@_gb_ Vo1 _§.g£+
5 Eg L (e) - 25- sTW(B) + 5 gt SH(E)  (5.37)
5.3.3 Restatement of Well Mixed Layer Equations

Eq. 5.17 may be rewritten, introducing the various

parameterizations and jump condition, to give

dE E q’

c C
1, S _dg_ s __8 2 , aghAT  BghAS4 __E . 3/2
2 b ar T @lm T 7 AU T3 2 1173 7 s

(5.38)

Rearrangement of eq. 5.37 and eq. 5.38 yields two new equations:

h_s__—* _ 1 3/2

2 dt = 2 7 (Cp + CE)ES / (5.39)
dg ES aghAT | BghAS CSAUS2 CF 3/2

—dt[_ 3 - iz—— + S5 =5 ] = - Eg (5.40)

The remaining equations are set out below, again with

jump conditions for heat, salt and momentum introduced.

a7 dE 1

h g = ATE—E[HS+HL+QL+QS- qa(8)] (5.41)
dau

h—2= au_ 2€ + y,2 - PGRAD (5.42)
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ds
S _ dg ,

h F = AS dt + W SS (5-'-4-3
dH _ o _

F =TT [Hg + H + Qg + Ql-w (5.44

op

h=H- ¢ (5.45
AT = T - T(E-6) (5.46
4s =S¢ - S(E-6) (5.47

Below the thermocline,

oT _ 1 9q(z) .
3t p C_ 3z ) (5.48.
oPp
5.3.4 Evaluation of Coefficients

To obtain a solution of the equation set 5.39 to 5.48,

it is necessary first to specify the coefficients C CE’ m and

F?
;CS' These must be evaluated from the results of relevant laboratory
and field experiments;

The following experimental results allow determination

of CF’ CE and m, with some redundancy for checking purposes.

a) Willis and Deardorff (1974):

5,

_].‘_ = 2 ~ -
2 B = Kgg Was Kgg 7 0.4

for steady—state, free convection conditioms. Steady~state,
in the present context, means constant surface inputs (i.e.

3 constant).

s
b) Willis and Deardorff (1974), Kaimal et af. (1976), Mahrt and
Lenschow (1976):

= 3 <
egh = Ky w3, Ky T 0.4 0.5

for steady-state, free convection conditions.
c) Willis and Deardorff (1974), Stull (1976) and others:

e'w' (£)/6'w' (H) = K,, KA 0.1 -+0.3

for steady-state, free convection entrainment of a strong
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density jump.
d) Deardorff (1974):

dh -
'aT—KwW*, I(w~0.2

for steady-state growth of a convective layer into a neutral

environment.

e) Wu (1973), Kato and Phillips (1969):

3
u
*
dh_ o Tr oy
dt p aghAT P

il

0.234 (Wu)

2.5 (Kato and Phillips)

for steady-state growth of a layer with a strong density jump.
In Wu's experiment, turbulence was generated by wind shear

in a wind/wave tank, with negligible internal shear. The
Kato and Phillips experiments were conducted in an annular
tank with surface shear. Internal shear generation of TKE
was important in this case.

f) Tennekes and Lumley (1972):

dh -

Fr L A

for growth of a layer into a neutral environment with turbulence
generated by surface wind shear.

Relationships between CF’ C., m and the various K constants

E
are set out below in algebraic form, to allow modification of

constants if new experimental data become available.

For steady-state, eq. 5.39 becomes
= q 3 3/2
0= q,3+ (Cp + Cp)Eg
so  EG3/2 = q,.3/(c, +cp). (5.49)

Then eq. 5.40 becomes

C

d&r 5 _ 27 - ¥
dt[ Eg - aghAT + BghAS + C.AUg ] G

3
e g (5.50)
F+CE)
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For steady-state convective conditions, with AT large,
eq. 5.50 reduces to

dg
- aghAT 32 = Cp w3/ (Cp + Cp)

and so from (c) above

CF/(CF + CE) = KA (5.51
or C. = ~—Eé- C (5.52
F (I—KA) E* :

Note that (b) above is not independent of (c). It is easily shown
from eq. 5.49 that

(1 - K,))
Kp=—>— (5.53

Hence the choice of KA must satisfy both criteria (c) and (b).

Comparing item (a) with eq. 5.49, where q*3 = w*3 in

convective conditions, it may be shown that

_ -3/
Cp + Cp = (2Ko) 8/2, (5.54

Simultaneous solution of eq. 5.52 and eq. 5.54 gives

[®}
I

(1-K,) (2K,) ™ 3/2 (5.55

(@]
|

= KA(ZKES)'3/2. N (5.56

Item (d) above is now redundant information for

convective conditions, allowing a check on the estimates of CF

and CE. For the stated conditons of (d), eq. 5.50 reduces to

C
dh F 3
E — = ———y (5-57
%
S dt (CF+CE)
and so, using eq. 5.49,
Kw = CF(CF + CE>—1/3 (5.58

Calculated values of Kw from eq. 5.58 may be compared with the

estimate in (d).
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As universal coefficients, the values determined for

and CE should hold for both convective and surface shear domin-

ated conditions. Turning to the latter, an estimate of m may be

obtained from (e) above as follows:

eq. 5.50 is now

(5.59)
so from (e)

(5.60)
For convenience, a new parameter CN is defined as

(5.61)
so q_k3 = w*3 + CN3u*3 (5.62)

Item (f) above is now redundant, allowing a check on

the value of C. KU may be calculated from

N
(5.63)
Alternatively, CN may be computed from an accepted
value of KU:
(cpreg)
(5.64)
F
making (e) redundant, so
K =K, C3 (5.65)

of

A comprehensive analysis of the various combinations

these coefficients was carried out, bearing in mind the experi-

mental uncertainty of values stated in (a) to (f) above. A self-

consistant set, choosen as a result of this analysis, is as follows:
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Kpo = 0.4, K, =0.41, K, =0.18

0.22

Cp=0.25, C = 1.15, K

Eq. 5.60 and eq. 5.61 give (for Kp = 0.234)
Cy = 1.09, K, =0.25

Eq. 5.64 and eq. 5.65 give

C, = 1.33, K = 0.42
N P

These values of KES’ K., K, and Kw are within 10% of

E> A

their expected values, giving confidence to the method of deter-
mination. KU calculated from eq. 5.61 is somewhat lower than the
expected value. Alternatively, the calculated value of Kp from
eq. 5.65 is somewhat larger than Wu's estimate from (e). The
latter is accepted as correct on the basis that in Wu's experiment,
' the wind/wave interaction would not have been fully developed in
his small (2.3 m long) tank. The chosen value is much smaller
than that for the Kato and Phillips experiment, as would be expecte
if internal shear was dominant in their case. Model resulﬁs
described in Chapter 7 support the choice.

The only coefficignt as yet undetermined is CS. Experi
mental evidence from which to:aetermine CS is sparse. Sherman,
Imberger and Corcos (1978) summarise the available information,
concluding that C, = 0.3 is the best available estimate. From thisc

S

and other papers it appears that C_, may fall between 0.2 and O0.5.

S
Spigel (1978) analyses the timescales of the various
processes within a reservoir and provides a classification scheme

for determining whether surface wind mixing or internal shear will

be dominant. Diurnal mixing can be shown to fall into his regime 2

1 < Ri < (L/2h)(H/(H—h))%



105

where Ri = aghAT/u*z, H is reservoir depth and L is the length
of the reservoir basin. Typically, an hour after the onset of

afternoon deepening,

Ri = 20, (L/2h)(H/(H-1))%= 200

In regime 2, deepening is dominated by interfacial
shear with Kelvin-Helmholtz billows present and interfacial
displacements important. As afternoon deepening commences close
to the surface, shear effects will rapidly dominate. In evaluating
CS then, it is reasonable to adjust the value between the above
limits to correctly simulate observed deepening during the shear
dominated periods. This adjustment is not an overall manipulation
of results; on the contrary, the shear dominated mixing observed
in the diurnal mixed layer should provide a valuable independent
estimate of CS.

The Kelvin-Helmholtz billows typical of regime 2 will
lead to a smeared rather than sharp interface. Spigel and Imberger

(1979) provide a formula for the stable interface thickness:

2
_ O.3(AUS)

§ = gaAT (566)

5.3.5 Horizontal Pressure Gradients

Spigel (1978) and Spigel and Imberger (1979) provide
the basis for computation of the pressure gradient term in eq. 5.42.
Figure 5.2, reproduced from Spigel and Imberger (1979), shows the
response of a two-layered body of water to an applied surface stress.
The interfacial velocity jump at the centre of the water body, AU,
increases until time Ti/4, where Ti is the fundamental internal

wave period given by
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2L

(h1 small) (5.67)
VaghlAT

_ v
Ti = 2L(ogAT hth/H) 2

At this time the waves travelling toward the centre
from the end walls have set up an interface slope

dg u,2

<

12
dx agh, AT (5.68)

representing a balance between the applied stress and the horizontal
pressure gradient. Damped oscillations with period Ti follow
this initial set-up, as shown in Figure 5.2, leading to a final
steady-state interface slope given by eq. 5.68, with baroclinic
circulation in the top and bottom layers.

For the half wave period after time Ti/4, water above
and below the interface will underéo negative acceleration under
the influence of the pressure gradients associated with free surface
tilt and interfacial tilt respectively. The net effect on AUS is

seen in Figure 5.2, and may be described by the term PGRAD in

eq. 5.42, given by
2p0 u*2
hl

PGRAD = Vp = (5.69)

The algorithm for computing PGRAD for the appropriate half wave

periods is described in Chapter 6.

5.3.6 Model Response to Changing Inputs

Eq. 5.39 and eq. 5.40 together describe the response
of the WML to changing inputs. If q, suddenly increases, ES will
grow smoothly with time. Similarly the deepening response of eq.
5.40 1is smoothed by the transient changes of ES. This will
introduce a time lag in deepening rate changes and also in the

occurrence of layer retreat if q, decreases suddenly.



108

More important then the time lag is the behaviour of
the entrained fluid agitation term. If q, suddenly decreases (e.g.
the wind speed suddenly drops) this term, ES/2 dg/dt, decays
exponentially. This response, coupled with a decay of mean velocit:
allows the model to proceed smoothly to a new equilibrium. An
alternative scheme, equivalent to that proposed by ZT,setsdES/dt =

and computes E_ as

S

ES = constant x q*2 (5.70;

ES/2 dg/dt now follows q, changes instantaneously. Problems may
arise in the solution if shear production is dominant so that,

from the RHS of eq. 5.40, the sum

2
_ aghaT | BghaS C580g
2 2 7

is a small number. Here, the deepening rate - d&/dt will be large,
and - ES/2 will be significant when compared with the above sum
of terms. A sudden drop in ES/Z, as computed from eq. 5.70 for a
sudden wind speed drop say, may have a serious effect on a
numerical solution: it will suddenly force the solution onto the
singularity of eq. 5.40. It might be argued that a numerical
solution with a small enough tiﬁestep should cope with any natural
wind gusts, which develop over a finite time. However, in practice,
the data usually available are in the form of time averages (e.g.
10 minute, hourly), and it is most convenient to allow the model
to negotiate the discontinuities of such time series by itself
(i.e. without prior smoothing of the data). For such data then,
q, will exhibit sudden changes.

In summary, where WML behaviour is being modelled on
a short timescale with finely resolved inputs, the formulation of

model equations 5.39 to 5.48 is recommended.
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5.3.7 A Model for Seasonal Simulations

For most reservoir and oceanic applications a model
is required to predict seasonal behaviour of surface water rather
than diurnal behaviour. Data are generally sparse and may not be
resolved better than daily averages. For such a case it is justi-
fiable to neglect the effect of transient turbulent energy storage
and decay. Hence eq. 5.39 and eq. 5.40 reduce to the forms given

by eq. 5.49 and eq. 5.50, rewritten here as one expression:

Cp ,

dg -2/3 2 _ 7l =
3 () 3a,” - aghT + BghAs + CAULZ] = (Cgtcy)

F E

(5.71)
An entrainment relation of this form was first presented by Sherman,
Imberger and Corcos (1978) and further developed by Fischer et af.
(1972). These authors analysed the potential and kinetic energy

budgets of a column of water and so derived the expression

dh 2 - - - 3
e [ch + oaghAT - BghAS cSAUSZJ Ced (5.72)

where q? = {gg%ﬂ + n3u*3}
Dop

Neglecting differences in the derivation and definition of some

terms, the coefficients CK’ CT and n may be evaluated using the

values of C C. and CN from Section 5.3.4, and compared to values

F> "E
supplied by Fischer et af. (1979):

= 0.18 (cf 0.13 from Fischer et al.)

@}
|

0.8 (cf 0.5 from Fischer et af.)

(@}
]

1.33 (cf 1.2 from Fischer et al.)

3
]
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CHAPTER 6

A NUMERICAL MODEL OF THE DIURNAL WELL MIXED LAYER

Most of the theory developed in Chapter 5 is quite
general and may be applied to both marine and atmospheric well
mixed layers. It is noteworthy that some of the universal
coefficients of Section 5.3 were evaluated from atmospheric field
data.

The concept of a diurmal well mixed layer in a reservoi
was introduced in Section 4.4. 1In this chapter the various

.algorithms required to incorporate the theory of Chapter 5 into
a computer model of the diurnal cycle are described. The
objectives of the modelling exercise are:
i) to predict the diurmal cycle of temperature and salinit
within the bulk or seasonal WML, including both layer
retreat and layer deepening, and,
ii) to investigate théiroles of individual deepening
mechanisms and comment on the choice of coefficients

in Section 5.3

6.1 MODEL ARCHITECTURE

Figure 6.1 is a block diagram of the model showing fund-
amental input and output requirements. The following consider-
ations influenced the model's architecture:

1. Simulation runs are for single days only (data were not

gathered for successive days). Hence it is reasonable to be
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generous with computer resources since the running costs are
minimal.

2. Fluctuations of wind and surface heating were observed to
produce intermittent mixing events which left skeleton step
structure within the seasonal well mixed layer. For example,
the effects of the previous night's mixing could be seen in
the morning as a fairly sharp step near the base of the seasonal
well mixed layer. This skeleton structure, containing signi-
ficant density gradient, affects subsequent deepening and the
model must therefore 'remember' it.

The following are the broad features of the model.

Reference is made to the model flowchart (Appendix B2) and the

program copy (Appendix C2).

6.1.1 Vertical Grid

To give the model memory, a vertical grid of closely
and equally spaced points is used. Associated with the grid are
temperature and salinity arrays, which are loaded from the initial
profiles and subsequently updated as the simulation proceeds.

Superimposed over thé*upper part of the grid is the
diurnal WML. Note that the WML depth h is not constrained to
coincide with a grid point; solution of the WML equations occurs
independently, except for a procedure for determining the thermo-
cline temperature step as described in Sections 6.2.3 and 6.2.6
Grid points falling within the WML are updated to reflect WML
temperature and salinity.

Required resolution is the major critierion for deter-

mining grid spacing. If WML retreat occurs, the remaining temper-
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ature step is remembered as the difference between two adjacent

gridpoint temperatures. If the grid spacing is large and the

step was not central in the grid interval, a heat storage error

is introduced. Large spacing also results in smoother gradients,

giving a poor representation of steps. The surface temperature

profile under strong solar heating would also be poorly represented.

In view of the above and in the light of model testing, a grid

spacing of between one and five centimetres is acceptable. For -
flexibility, grid spacing appears in the model as a variable to

be specified in the input data.

6.1.2 Model Timestep .

Two criteria for the model timestep must be satisfied:
i) it must be much smaller than the timescale of meteor-
ological flux changes, and,

ii) it must be sufficiently small to ensure that not more
than one gridpoint is entrained per step during WML
deepening. This is to ensure that the algorithm for
AT and AS determination remains valid.

The shortest timescale for fluxes is 15 minutes (see
Section 3.4.3) so criterion (i) is easily met. However, the deep-
ening rate varies greatly, being dependent on meteorological forcing
and the recent history of deepening or retreat. To enhance model
efficiency, the timestep is managed dynamically within the range
30 seconds to 4 minutes. Details are as follows:
i) A check is maintained on the deepening after each
timestep. If it falls outside acceptable upper or

lower limits (fractions of a grid interval) the
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timestep is halved or doubled within the specified
range.

ii) When approaching a new flux interval, or at the omnset
of deepening following WML retreat, the timestep is
set to 30 seconds and subsequently allowed to readjust
itself wvia (i). This minimises the integration
timestep for a period where the time derivatives of

eqs. 5.39 to 5.48 are likely to be large.

6.2 DESCRIPTION OF MODEL ALGORITHMS

Details of those model algorithms not fully described

by the flowchart in Appendix B2 are provided below.

(6.2.1 Loading Grid Arrays

Part of File 1 (see Figure 6.1) is a specified number
of height/temperature/salinity records. These are read into S/R
LOAD which then, by linear interpolation, assigns a temperature
and salinity value to each gridpoint. These values specify the

starting profile for the model.

6.2.2 Meteorological Flux Computation

S/R FLUXES initially accesses File 2 (sequential
records of meteorological data) and reads records until the correct
time interval is entered. In subsequent calls to S/R FLUXES, the
interval is updated only if the model time has advanced past the
old interval end-time.

In S/R FLUXES, the timestep-average meteorological

data are determined by linear interpolation within the current

interval. These data, plus the current
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modelled WML temperature, are fed to S/R TURB which computes
stability corrected meteorological fluxes by the method described
in Section 3.5.2. Use of the model WML temperature in the comput-
ation of turbulent and long-wave radiative heat fluxes provides a
feedback to the WML simulation.

Instantaneous fluxes required by the integration routine

are similarly computed through ENTRY IFLUX.

6.2.3 Solar Heating Below the Well Mixed Layer

Eq. 5.48 must be solved every timestep to simulate
heating by solar radiation absorption in the water below the WML.
S/R SOLAR actually heats all gridpoints, but those in the resultant
WML are overwritten later with the wvalue of TS. This process is
necessary to correctly simulate the heating associated with WML
retreat, should this occur.

S/R SOLAR and S/R STEP together compute the temperature
and salinity gradients directly beneath the WML, by remembering
the details of the most recently entrained gridpoint. This grid~

point, with pre-entrainment temperature and salinity values

substituted, is heated and then used to compute the new gradients.

6.2.4 Well Mixed Layer Deepening or Retreat?

The physical insight into WML retreat afforded by
eqgs. 5.39 and 5.40 justifies their added complexity. It would be
possible to continue solving an entrainment equation such as eq.
5.71 after q, had become negative (e.g. for conditions of strong
solar heating and light winds), giving continuous de-entrainment

of water, which is not realistic.
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Field observations from this project indicate. that when solar
heating begins to dominate, continuous mixing degenerates to
sporadic mixing events and the once active thermocline region .
retains its position, subject only to diffusive processes. dg/dt
never becomes positive, but a new mixed layer may subsequently
form within the old layer if mixing energy again becomes available¢
at the surface.

Eq. 5.40 shows that, for entrainment to occur, there

must be a positive energy level E_, within the layer. There is

S

no such thing as negative energy; hence d&/dt < 0 always. A new

shallow layer must therefore form whenever E_ for the existing

S

layer decays to zero. Within the model, a check is maintained
on the value of ES’ and if it is certain to decay to zero in the

next timestep, layer retreat computations are initiated.

6.2.5 Layer Retreat

When ES has decayed to zero, a new layer depth must

be found such that Es and its time derivative dEs/dt are just
held to zero. 1In this new layer, TKE introduced by wind stirring
will just balance the buoyant‘damping due to solar heating. Egqg.

5.39 then reduces to

q*3 =0 (6..

where q*3 is a complicated function of h (or &) through the

term H, .
Solution of eq. (6.1)in the model is performed by the
Newton-Raphson iteration method. The derivative dqi/dg necessary

for this method is evaluated by ENTRY NEWSIG. The iteration is

performed by S/R NEWTON. Convergence of £ to its new value (to
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within .05%) is rapid (usually less than five steps).

3

«_ 1s neglected,

If the salinity flux contribution to w

eq. 6.1 reduces to

3

3
CN u,

which, from inspection, is a form of Monin-Obukhov length (see
eq. 2.5). The above procedure for determining h from eq. 6.1 is
consistent with the definition of the Monin-Obukhov length given
in Section 2.1.1.

Having determined &, the equations for WML heat and
salinity (5.41 and 5.43) are solved while constraining dES/dt,
d&/dt and dUS/dt to zero.

The velocity jump AU, at the thermocline is computed,

S
during deepening, from eq. 5.42, which is based on the assumption
that the velocity below the thermocline may be neglected. When
layer retreat occurs, . AUS is set to zero in the model and only
increases again when deepening is re—-initiated. This procedure
does not conserve momentum but does provide a correct description
of AUS. The problems of specifying momentum sinks (e.g. internal
wave radiation) and changing wind directions are thus avoided.
Although wind direction was not reliably measured during the field-

work, it was noted that the afternoon winds responsible for deep-

ening came from a single quadrant.

6.2.6 Integration of Well Mixed Layer Equations

S/R MESR] is a fourth order Runge Kutta routine which
computes relative accuracy of integration via a fifth step, and

uses this test to govern its own timestep halving or doubling
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procedure. This procedure is independent of the model time-
step management described in the Section 6.1.2, except that the
integration timestep is not allowed to exceed the model timestep.
In practice the two agree except for rapidly changing conditions
where the integration timestep decreases.
The WML differential equations are contained in S/R DIFF,
together with other necessary expressions which are described
below.
i) The temperature and salinity jumps at the bottom of
the layer must be evaluated for each Runge Kutta (RK)
step. AT and AS change as the layer deepens and as
the water below the thermocline is heated. The scheme
for computing the temperature and salinity gradients
below the WML was summarised in Section 6.2.3. For
increased precision, these gradients are also deter-
mined each RK step. Given the gradients and the current
value of £, AT and AS are given by

dr

iz (6.2)

AT = TS - T1 - (g - zl)

ds

P (6.3)

AS

Il
n
|

s~ S5, €-z)

T1 and S1 are the values at the gridpoint immediately
below the WML, at height z,- Figure 6.2 aids under-
standing of eq. 6.2.

ii) Instantaneous meteorological fluxes are determined each
RK step, for use in the solution, by a call to ENTRY
IFLUX (previously described). To facilitate inter-

polation in the flux interval, the RK integration range

is matched to the flux interval. Each time S/R FLUXES
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indexes the flux interval it also resets the RK inte-
gration range (i.e. ST = 0.0).

iii) The WML deepening equation 5.40 has a singularity
discussed previously in Section 5.3.6. During deepenin
with continuous determination of the fluxes, AT and
AS, the RK scheme will properly manage integration if
this singularity is approached. That is, d&/dt will
become large. Care is necessary, however, to ensure
that deepening is initiated correctly following layer
retreat (when AT = AS = 0). This is accomplished by

keeping AU, = 0 until mixing is definitely established,

S
that is, £ has fallen. In practice this occurs within
one or two model timesteps. It is detected in the
mainline and transmitted to S/R DIFF by the variable
MFLAG.

iv) As mentioned in Section 6.2.5, once £ has been deter-
mined by iteration, the remaining WML equations
(except momentum) are solved. This can be seen in

S/R DIFF: when NFLAG = 0, dES/dt = dg/dt = dAUS/dt = 0,

and dTg/dt, dss/dt"'"and dH/dt are solved normally.

6.2.7 Pressure Gradient Calculation

In varying wind conditions it is difficult to calculate
a representative value of Ti from eq. 5.67 in order to determine
whether the interfacial pressure gradient has been set up. An
alternative procedure which was adopted is described below.

At each timestep the advected volume is updated from

its value at the previous timestep:
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V. =V, _; + haUgAt

Also computed is the final set-up slope from eq. 5.68 and, from
this, the final advected volume

2, 2
L U,

Ve = BaghaT

The pressure gradient PGRAD is turned om if Vt > Vf

and off if Vt < Vf.
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CHAPTER 7

RESULTS OF MODEL SIMULATIONS

The numerical model described in Chapter 6 was first
developed and then refined to its final form using only the
data from the field day 05 02 76. Determination of an appropriate
value for CS’ as described in Section 5.3.4, was also completed
using this one data set. These procedures were adopted because:

i) data from day 05 02 76 were considered to be the

most reliable overall, and,

ii) data from the remaining three days then provided a
realistic test for the model.

In order to provide maximum insight into the mech-
anics of the model, a composite set of computer plots was producec
These plots are described in Section 7.1. Section 7.2 contains
an analysis of the model predictions for a full daily cycle.
Section 7.3 contains an apprgisal of the model's performance and

a discussion of specific model deficiencies..

7.1 DESCRIPTION OF MODEL PLOTS

Two forms of model output have been plotted for

analysis. These are described below.

7.1.1 Temperature Profile Plots

The measured profiles of temperature at specified

times throughout the four field days were described in Section
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4.4.1 and presented as computer plots in Appendix A5. Figure
6.1 shows that the model output File 6 contains modelled profiles
for those times which correspond to field profiles.

The computer plots in Appendix Dl were produced,
following a model run, by a program which accessed both the field
profile data and File 6. Field data points are plotted as crosses
while the model profile appears as a full line. The initial
model profile for each day is loaded from File 1 so as to be
identical to the field profile, although specification of an
initial thermocline height tends to be somewhat arbitrary in
mid-morning.

The temperature jump_at the thermocline is plotted
with its position and magnitude exact. Only one grid point in
every four is plotted however, giving a depth resolution of
20 cm, equal to the finest resolution of field profiles. MNote
that the start and scale values on the temperature axis vary for

different days.

7.1.2 Daily Cycle Plots

These plots, appearing in Appendix D2, were produced
from File 5 and File 8 of Figure 6.1.

The lowermost plot on each page shows the meteor—-
ological fluxes which were computed within the model. These
fluxes combine to form the net surface power term, q*s, plotted
on a log scale in the second plot. Only values of q*3 above
1.0 x 10 10 are plotted; positive values below this are negligible
and layer retreat precludes negative values, except for short

periods immediately prior to retreat. Plotted with q*3, also
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on a log scale starting from 1.0 x 1077, is the WML TKE level,
ES.
The third plot from the bottom shows the evolution
of temperature, salinity and velocity differences across the
thermocline. Large values of AT and —-AS inhibit mixing, while
AUs promotes mixing at the thermocline.
The uppermost plot shows the evolution of temperature

and depth of the WML. The start and scale values of axes for

this plot vary from day to day.

7.2 ANALYSIS OF THE SIMULATION OF A DIURNAL CYCLE

Inspection of one of the plots of Appendix D2 will
aid understanding of the mechanics of the model. The plot for
* day 05 02 76 is broken into convenient time intervals and
discussed below.
i) 0630 to 0820
Latent cooling and surface stirring are dominant,
giving a large value of q*3 and hence large ES also. This
period is in fact the end of the night cycle, where mixing
has proceeded to a depth\bf 8 metres, below which there is
a moderately stable temperature gradient down to the seasonal
thermocline at 12 metres. (At this time of the year the
seasonal thermocline is still strengthening.) With increasin
solar heating and a drop in wind after 0800, q*3 drops
rapidly to zero at 0808 and then becomes negative (not
plotted). The transient response of the model is apparent
at this time; ES does not fully decay to zero until 0820.

A survey of all plots shows ES lagging q*a, as expected



ii)

iii)

from eq. 5.39.

0820 to 1400

At time 0820 there is a good example of layer retreat.
Within one timestep (30 seconds), the WML depth h changes
from 8.13 m to 3.83 m. The full plotted line representing
this jump should not be considered as representing an
upward movement of the thermocline. The old temperature
step still remains at 8.13 m depth as seen from the 0830
model profile in Appendix D1.7(it appears somewhat diffused
due to the selective plotting of gridpoints).

On three occasions before 1400, sufficient surface
power'q*3 becomes available to initiate layer deepening.
As can be seen from the plot of h however, these mid-morning
mixing events have little effect and serve only to distribute
heat over a slightly greater depth. By 1230 the WML is
only 13 cm deep and its temperature has risen dramatically.
The 1230 profile shows a strong temperature gradient below
the layer. Absorption of solar radiation in the surface
two metres is the dominant effect. When slight mixing is
initiated after 1230, a large value of AT inhibits its
progress. At 1430, although q*3 goes negative for a brief

period (four minutes), E_. does not completely decay.

S
1400 to 2310
Layer retreat does not occur again after 1400.
Increasing wind speeds and latent cooling are associated
with decreasing solar heating and so q*3 climbs to high

values, providing a continuous supply of mixing energy.

The importance of accurately describing short period wind
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speed peaks can be seen around 1545.

The momentum of the WML (and hence AUS) increases
until 1815, supplying mixing energy at the thermocline.
All mixing mechanisms are operative during this period,
with interfacial shear dominating. At 1815 the pressure
gradient described in Section 6.2.7 is set up, and by
2310 this has driven almost one complete oscillation (as

shown in Figure 5.2.)

7.3 COMPARISON OF MODEL AND FIELD PROFILES

Overall, the comparison between modelled and measured
temperatufe profiles as plotted in Appendix Dl is very good. The
capability of the model to simulate the heating and mixing phases,
with the transitions occurring at roughly the correct times,
substantiates the form of the model equations 5.39 to 5.48 and
the use of q*3 as the controlling parameter.

Some aspects of the model's performance are examined

in detail below.

7.3.1 Model Coefficients

A value of CS = 0.2 was chosen after several model
runs with different values. The model response proved to be

quite sensitive to this parameter. Setting C, = 0 for example

S
resulted in a 40% decrease in deepening rate during the after-
noon of 05 02 76.

Table 7.1 gives all the universal coefficients and
other physical constants used. Derived values applicable to

the Reservoir model DYRESM are included. Also included are

current values used in DYRESM (Imberger and Hebbert (1980)).



MODEL COEFFICIENT VALUE

CF 0.25
CE 1.15
CN 1.33
CS 0.20
DYRESM EQUIVALENTS DERIVED VALUE CURRENT VALUE
CK 0.18 0.125
CT 0.80 0.51
n 1.33 1.23
CS 0.20 0.50

PHYSICAL CONSTANTS

a 2.54 x 10 * °¢1
8 10 ® ppm !
Cp 4180 J/kg °C
o 1000 kg/m3
L (Latent heat) 2445 kJ/kg

TABLE 7.1 - Model coefficients and physical constants.
DYRESM equivalents are derived in Section
5.3.7. Current values of DYRESM coefficients
are as specified by Imberger and Hebbert (1980).
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Referring to the choice of CN discussed in Section
5.3.4, it was found that the value obtained from eq. 5.61 caused
an unrealistic delay in the onset of deepening during daytime
hours. Recall that deepening commences soon after

= 3 3.3
q.° = w,~ + CN u,

becomes positive. If w, is negative (when solar heating is

strong) the value of CN determines the wind strength necessary
to initiate mixing. Mixing will occur whenever CNu*3 2 —W*3.
CN determined from eq. 5.65, however, produced very good model

response to changing meteorological conditions. This value

appears in Table 7.1.

7.3.2 Thermocline Thickness

The profile plots of Appendix D1 show the thermocline
as having zero thickness; hence the temperature profiles include
a sharp step across the thermocline, consistent with the
assumptions stated in Section 5.1. In conditions of free convectior
where only surface cooling is important, the thermocline does
become very thin (see Willis agd Deardorff (1974)). 1In the
reservoir however there is alm&ét always some shear across the
thermocline during deepening and so Kelvin-Helmholtz billows, as
described in Section 5.3.4, will ensure a finite thermocline
thickness.

Intuitively, it is expected that the mixing process
at the thermocline is cyclic in nature. Billowing would be
followed by entrainment of the diffuse region, sharpening the
gradients until billowing recurs. It must be assumed for

modelling purposes that the efficiency of entrainment of the



diffuse region is accounted for in the coefficient CS, so that
the model computes the correct deepening rate. Accepting this,
it is possible to directly compare the model and field profiles.
An ideal procedure to aid comparison, given accurate
and finely resolved field profile data, would be to 'square up'
the field profiles, comnserving heat and potential energy. An
alternative means of aiding comparison has been adopted here.
The thickness of the billowing region was calculated from eq.
5.66 for those profiles where deepening was established, prior
to interface set—up. The position of this region in plotted
field profiles was determined by visual inspection and is shown,
on the particular plots, as the region bounded by dotted lines.
The agreement between computed and observed thickness of this
region is very good. Note how the billowing region becomes
very thin on 05 04 76 at 0200 after mixing has encountered the
seasonal thermocline. The salinity jump is also significant

at this time, as shown by the daily cycle plot in Appendix D2.4.

7.3.3 Temperature Profile Representation

Accepting the thermocline step representation of the
temperature profile, there remain three anomalies, common to
the model profiles of all days, which require explanation:
i) The model layer retreat occurs too slowly and WML
temperature is underpredicted in the mornings,
ii) Overheating of the WML occurs in early to mid-
afternoon and subsequent WML deepening is impeded
somewhat by the large resultant value of AT, and,

iii) The model underpredicts heating of the water at
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medium depth below the WML in the hours around

midday.

The dominant cause of both (i) and (ii) above is
clearly the model's method of stability correction to meteor-
ological fluxes. The problem was addressed in Section 3.5.2.
Neglecting the precise details of the calculation procedure,
the method effectively corrects the fluxes with the parameter

RiB, where from eq. 2.43
(46+0.61T Aq)
B T U2

The value of A6 is evaluated by

Ag = TIO - TS,

that is, the temperature at z_ is taken to be the WML temperature

H

T The correct value to use however is the temperature of the

g
conductive sublayer at the surface, or the 'skin' temperature,
which will deviate from TS towards the air temperature. Hence,
|a8| is always overestimated in the model. This leads to
unrealistic enhancement of latent cooling in the morning (A6
negative) and suppression of latent cooling in the early to
mid-afternoon (A8 positive),iéxplaining the anomalies (i) and
(ii). A similar effect on the momentum flux pou*2 enhances
deepening (delays retreat) in the morning and inhibits deepening
in the aftermoon. Sensible heat flux is similarly affected but
is small in magnitude compared with latent heat flux.

Model runs in which the stability correction was
suppressed gave results which erred in the opposite sense, as

expected. Having understood the problem it was decided to

retain the stability correction method, as stability effects



131

over a medium sized reservoir are obviously important. Future
work may involve modelling of the 'skin' temperature to provide
the correct value for stability calculation.

In the case of (iii) above, there are two factors
which may contribute to insufficient heating of gridpoints at
a medium depth below the thermocline.

The form of the solar shortwave radiation attentuation
profile given by eq. 3.1 may be somewhat in error. Tests of
the model using different attenuation profiles indicated a
marked sensitivity to the form chosen. A form which prescribes
less attenuation near the surface and greater attenuation at
depth would tend to correct the anomaly (iii) and also (ii).

The form of eq. 3.1 will be retained, however, until more reliable
field data for the Wellington Reservoir become available.

The feature of the model which is mainly responsible
for (iii) (and to some extent, (ii)) however is the flux boundary
condition at the base of the thermocline. In Section 5.3.1 the
following are specified: u'w' (E-8) = ET;TXE—G) = s'w' (E-8) = 0.

In reality however, there will be léakage of these fluxes through
the thermocline, especially when AT is small and diffuse.

Below the thermocline, residual turbulence, plus
turbulence from other sources (thermocline leakage, internal
wave breaking) will act to distribute the leaked heat downwards,
so heating the water. The turbulence will also enhance diffusion
of temperature and salinity where sharp gradients remain after WML
retreat. No diffusion mechanism has been included in the model
and so temperature structure below the WML retains its identity

over a full daily cycle.
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7.3.4 Conclusions

This Section has described various aspects of the
model's performance which lead to observable differences between
modelled and measured profiles. It is evident however that the
model can simulate the essential mechanisms involved in the
diurnal cycle on a quasi-continuous timescale (bearing in mind
the smoothing of meteorological data). The results discussed in
this Chapter lend strong support to the formulation of well mixed

layer energetics developed in Chapter 5.

7.4 HEAT AND POTENTIAL ENERGY BUDGETS

In conclusion, an interesting observation on the
sensitivity of heat and potential energy budget calculations is
described below.

As stated in Section 4.1, temperature profiles were
measured with, at best, an accuracy of O.loC, corresponding to
the finest graduation on the thermometer used for calibration.
If an hour by hour heat budget of the top seven metres of water
is attempted, the uncertaintyjin the heat storage calculation
associated with the above accu?acy will be,

AH = 7 x p05AT»=293o.kJm'2

However, this uncertainty is of the same order of
magnitude as the surface heat transfers for the period. For
example, on the day 05 02 76 between 1430 and 1530 hours, the
relatively large surface heat transfers were as follows:

= - -2
Hsensible 100 kJ m <,

_ -2
By pope = 1096 kI m 2,

- - -2
Hshortwave 2897 kI m ©,
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H = 126 kJ m 2.
longwave

Obviously on such a short timescale, no meaningful
heat budget calculations are possible, as the measured temper-—
ature profiles are not sensitive enough to heat transfer. 1In
particular it is not possible to estimate evaporation by this
method.

The profiles plotted in Appendix A5 or Appendix D1
present another intriguing possibility however. Unlike the
absolute temperature, the well mixed layer depth is very sensitive
to the balance of surface heat transfers and its changes may be
measured quite accurately. In other words, whereas heat budget
calculations are impractical, it is possible to accurately
estimate the potential energy increase of a water column assoc-
iated with WML deepening. As confidence is gained in the values
of universal coefficients (see Table 7.1), the model may be used
in reverse to predict the surface heat transfers leading to an
observed WML deepening pattern. Of particular interest is the
steady state, free convection situation found on cold, calm
nights. The deepening equation for this case (see eq. 5.51) may
be rearranged to the form

Hg + H +Q = p;zp- [AT gi‘] (7.1)

The longwave radiation QL may be calculated accurately
and the product AT dh/dt may be computed from sequential measured
profiles. Eq. 7.1 therefore provides a useful tool for appraising
the various formulations of atmospheric turbulent heat transfer

from a reservoir surface in free convection conditions.
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CHAPTER 8

CONCLUSIONS

The numerical model of the diurnal cycle within the
seasonal well mixed layer appears to be capable of simulating all
of the important features of that cycle. A few features of lesser
importance are not directly simulated, but their effects have been
examined qualitatively. Important aspects of the Project in
general and of the model's capability are outlined below.

The model simulates realistically the shallowing
of a diurnal well mixed layer when solar heating is dominant and
‘also the deepening of this layer when surface cooling and mixing
become dominant. The success of the model lies in its formulation.
Careful integration of the turbulent kinetic energy equation over
the full well mixed layer depth ensures that all known contribution
are included. Equations for heat, mass, momentum and salt concen-
tration are similarly treatedr The depth and temperature of the
well mixed layer during strongiéolar heating is determined by the
parameter q,, which incorporates the effects of surface wind
stirring, surface heating and cooling by all heat fluxes and,
importantly, penetration of solar radiation below the surface.

The parameterization schemes employed for surface energy transfers
and internal shear production of energy are supported by the
model's results. Also supported is the closure hypothesis which
describes convergence of turbulent kinetic energy at the thermoclin

leading to the final equation set of eqs. 5.39 to 5.48. Retaining



turbulent kinetic energy as a model variable results in a smooth
model response to rapidly changing meteorological inputs. It also
enhances interpretation of model behaviour. For example, layer
retreat occurs only when the energy in the old layer has been
completely consumed in overcoming the buoyancy induced by solar
heating.

The model also realistically predicts the vertical
temperature structure at particular times throughout a daily
cycle. Predicted values of velocity and turbulent kinetic energy
are also realistic, although no field measurements of these are
available. The values of CF’ CE and CN from Table 7.1 may therefore
be used with some confidence, esngially considering the internal
consistency of their determination. The shear production efficiency,
CS’ has also been determined with some confidence as described in
Section 7.3.1.

Averaged meteorological data used by the model are of
high quality. As discussed in Section 7.3.3 however, using modelled
or measured mean water temperature to compute a stability correction
to atmospheric turbulent transfers will cause the correction to be
overestimated. The correct temperature to use is that of the
surface 'skin' or conductive sublayer. The problem is evidenced,
in the model results, by morning over-cooling, afternoon over-heating
and a time delay in the onset of either layer retreat or layer
deepening. The problem should be addressed in future work.

Features of secondary importance are discussed in
Chapter 7. The presence of Kelvin Helmholtz billows at the thermo-

cline is clearly seen from field data (see Appendix D1). The

model does not explicitly represent these however. Modification
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of thermocline shear by reservoir end wall effects is represented i

the model but has not been verified from field data. Leakage of

heat, salt and momentum through the thermocline and diffusion of

these below the thermocline are also evident from field data, but

are not included in the model due to a lack of information on these

processes.

The model equations and coefficients, now tested, may

be directly incorporated into a model such as DYRESM which

includes simulation of the seasonal structure. It will be

profitable to continue to study the diurnal cycle, however, in

order to improve some aspects of the model. Future work could

involve:

i)

ii)

iii)

iv)

v)

vi)

vii)

obtaining finely resolved (e.g. 10 minute average)
meteorological data over several daily cycles to allow
more extensive model testing,

measuring the solar radiation attenuation profile more
accurately,

obtaining a measure or estimate of 'skin' temperature
for atmospheric stability calculation,

measuring a VelociEy profile (if instrumentation with
sufficient resolution becomes available) and so
investigating the momentum budget,

investigating the atmospheric internal boundary layer
in order to specify maximum heights for meteorological
sensors,

parameterizing thermocline leakage and hypolimmetic
diffusion, and,

improving the estimate of CS.
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11V

DATE 150176 SERIES 1

RUN 2 DAY 1 TIME PERIOD 830 TO 930 RUN 8 DAY 1 TIKE PERIOD 1030 TO 1130
HaMe O/P (NV) 42.0 55.3 59.8 59.8 MeHae O/P (HV) S51lav 58.2 51.1 67.6
SPOT READINGS 44,1 5643 59.0 6242 SPOT READINGS 56.2 60.4 49.0 69.1
ATI(C) MTLC) RH{X) NR{HW/SQCH) ATI(C) WT(C) RH (LX) NR{AW/SQCH)
M.M%. AVERAGES 2046 23.7 59.8 62.4 MM AVERAGES 24.5 24,8 51.1 85.9
CURRENT SPOT READ, 21.4 24.1 59.0 '6907 CURRENT SPOT READ. 26.2 25.6 45.0 90.5
PREVIOUS SPOT READ. . 18.6 23.5 62.0 "49.5 PREVIOUS SPQT READ. 23.7 24.6 56.0 32.7

SPEED(N/S) EJRJANEMIN/S) PYR{HW/SQCM) KIPP(IHW/SQACH) SPEED(M/S) E.RLANEMIN/S) PYRIHW/SQCH) KIPP{MW/SQCH)

0 1.4 88.8 «0 16 88.8
¥

RUN 4 DAY 1 TIME PERIOD 930 TO 1030 RUN 6 DAY 1 TIME PERIOD 1130 TO 1233

MeKe O/P (HV) . hba2 55.9 5645 62.5 M.He O/P (HV) 59.7 6.7 39.2 0.0

SPOT READINGS 49.9 5747 56.0 6645 SPCT READINGS 6447 65,0 39.0 68,6

AT(C) WT(C) RH(X) NR(MW/SQCH) AT(C) WTLC) RH(X} NR(FW/SQCM)

MeMe AVERAGES 22.3 2440 5645 7045 MeH. AVERAGES 27.6 26,1 39,2 0.0
CURRENT SPOT READ. 23.7 2446 56.0 82.7 CURRENT S5POT READ. 29.5 27.3 39.0 89.3
PREVIOUS SPOT READ. 21.4 24,1 59.0 69,7 PREVIOUS SPOT READ. 26.2 25.6 4G.0 90.5

SPEED(M/S) E.R.ANEM(N/S) PYR(MW/SQCM) KIPP{MW/SQCM) SPEED{M/S) E.RJANEM(NM/S) PYR{MW/SQCK) KIPP(MN/SQACM)

0 1.6 68.8 0 1.5 108,3

Al Processed Meteorological Data

il



AR

RUN 7 DAY 1 TIKE PERIOD 1333 TO 1430 '

RUN 9 DAY 1 TIME PERIOD 1530 TO 1645
MeNs O/P (HV) 64,3 61.8 35.6 64,7 MeMe O/P (MV) 66.% 60.3 37.3 53.0
SPOT READINGS 66.9 6245 38.0 66.7 SPJOT READINGS 6649 59.4 37.0 55.0
AT(C) WT(C) RH(Z%} NR(MW/SQCM) AT(C) WT(C) RHLZ) NR(MW/SQCH)
M.M. AVERAGES 29.4 26.1 35.6 7.4 MeM. AVERAGES 30.2 25.6 37.3 50,2
CURRENT SPOT READ. 30.4 2644 38,0 83.6 ' CURRENT SPOT READ. 30,0 25.2 37.0 48,3
PREVIOUS SPOT READ. L2945 27.3 39,0 -89.3 PREVIOUS SPOT READ. 30.7 26,2 35,0 71.2

SPEED(M/S) EJRJANEM(M/S) PYR(MW/7SQCM) KIPP(MW/SQCH) SPEED(M/S) E.R.ANEM(M/S) PYR(MW/SQCH) KIPP(HWISQCH)

.0 2.5 93,5 .0 5.7 23.7

RUN 8 DAY 1 TIME PERIOD 1430 TO 1530 RUN 10 DAY 1 TIME PERIOD 1645 TO 1730

MeMe O/P (MV) 67.4 62.2 33,3 64.6 MeMe O/P (HV) 65.1 58,5 39,7 52.5

SPOT READINGS 67.7 €1.9 35.0 62.6 SeUT READINGS 63,5 €844 64,0 49.7

AT(C) WT(C) RH(Z)  NR(MW/SQCH) aT(C) WTicC} RA(2) NR(M4/50QC%)

M.M. AVERAGES 30.6 2643 33.3 77.3 M.M. AVERAGES 29.7 24.9 39.7 40.8
CURRENT SPOT READ. 30.7 26,2 35.0 1.2 . CURRENT SPOT READ, 29.1 2449 44,0 32,3
PREVIOQUS SPOT READ. 30.4 26,4 38.0 83.6 - PREVIOUS SPOT READ. 30.0 25.2 37.6 48,3

SPEED(M/S) E.R.ANEM(N/S) PYR(HMW/SQCHM) KIPP{MW/SQCH)

41



RUN 11 DAY 1 TIME PERIDD 1730 TD 200

MJNL 0/ (HV) 59.9 57.2 48,2 40.7
SPOT READINGS 54.4 56.8 54.0 36.8
AT(C) WT(C) RH{Z) NR{HW/SQCH)
H.M. AVERAGES 27.7 24.4 48.2 5.2
CURRENT SPOT READ. 25.5 2443 54.0 -6.6
PREVIOUS SPOT READ. . 29.1 24.9 44,0 ©32.3
> .
- SPEED(H/S) EJRJANEMIH/S) PYR(MU/SQCM) KIPP(MW/SQCH)
e 0 5.9 5.9
¥
RUN 12 DAY 1 TIHE PERIOD 20 O TD 2225
MN.Me D/7P (HV) 47.4 56,6 59.8 36.2
SPOT READINGS 41,5 36,2 70.0 36.3
ATLC) WT(C) RH(Z)  NRMW/SQCH) -
MeM. AVERAGES 22.7 24,2 59.8 -8,5
CURRENT SPOT READ. 2044 2441 70,0 -8.1
PREVIQUS SPOT READ, 25.5 24.3 54,0° ~646

SPEED(M/S) ELR.ANEM(N/S) PYR{HW/SQCH) KIPP(MW/SQCHM)
.0 6.2 0.0

Gl



DATE
RUR 3 DAY 1 TIHE PERIOD 931 TO 1030
HeMe O/P (HV} 53.4 58.8 42.5 631
SPOT READINGS 56.6 61.2 40.0 66,3
AT(C) LARL] RH{Z) NR(MN/SQCH)
HeHe AVERAGES 25.1 24,9 42.5 70.4
CURRENT SPOT READ. 2644 25.9 40.0 80.2
PREVIOUS SPOT READ. 24,6 2449 44.0 67.6
SPEED{M/S) EJR.ANEM(M/S} PYR(HW/SQCH) KIPP{MW/SQCH)
1.1 60.2
RUN 4 DAY 1 TI®E PERIOD 1030 TO 1130
Hoele O/P [HV) 5845 61.9 41.3 5640
SPOT READINGS 61.3 63.0 43.0 68,5
AT{C) HT(C) RH{Z) NR{MW/SQCH)
HeMe AVERAGES 27.1 2641 41.3 49.3
CURRENT SPOT READ, 28.2 26.5 43.0 87.2
PREVIOUS SPOT READ. 26.4 25.9 40.0 80.2

SPEEBIM/S) “F.R.ANEMIMsCY DVD FMUICArNY VTDD2WIseAmus

30276

SERIES 1

RUN 3 DAY 1

H.He Q7P (MY)

SPOT REAOINGS

M.H» AVERAGES

CURRENT SPOT READ.
PREVIOUS SPOT READ,

SPEED(M/S)
2.1
RUN 6 DAY 1

H.He O/P {HV)
SPOT REAOINGS

MeHe AVERAGES

CURRENT SPOT READ.
PREVIOUS SPOT READ.

TIRE PERIOD 1130 TO 1230
0.3 64.0 1.2 69,0
6643 65.2 29.0 70.3
AT(C) WT(C) RHIZ)
0.0 26.9 1.2
30.2 27.4 2%.0
28.2 2645 43.0
E«R<ANEH{M/S) PYRIHW/SQCHK)
b 0.0

TIME PERIOD 1230 TO 1330

66.0 66.2 33.6

71.3 68.2 23.0

AT(C) wT(C)
30.1 27.7
32.1 28,5
30.2 27,4

70.0
69.1

RHI(Z)

33.6

23.0
29.¢C

NR{NW/SQCM}
33.7

2.6
87.2

KIPP{Mw/SQIM)

NR{MJ/753CH)

91.6

89.0
92.6

9%t



Ly

~ 4
4

RUN 7 DAY 1

HeNo 079 (NV)

SPOT READINGS

NeMe AVERAGES

CURRENT SPOT READ,
PREVIOUS SPOT READ.

SPEED(N/S)

1.2

RUN 8 OAY 1

M.M. O/P (KW}

SPOT READINGS

MM, AVERAGES

CURRENT SPOT READ.
PREVIQUS SPOT READ.

SPEED{M/S)

1.4

TIME PERIOD 1330 TO 1430

73.9 69.4 2644 68,1

72.3 69.0 23.0 67.8

AT(C)

33.2

32.5
3241

E.R.ANEH{N/S)

HT{C) RH{X)
2940 2664
28.8 23.0
2843 23.0

PYR{MW/SQCH}

] 222.0

TIKE PERIOD 1430 TO 1531

75.1 6842
157 70.2

22.0 54.4

23.0 635.0

AT(C) wT(C) RH ()
33.6 28.5 22.0
33.9 29.3 23.0
32,5 268.8 23.0

E.R.ANEMLH/S)  PYR(MW/SQCH)

.4 116.5

NR{MW/SQCH)
86.3

85.4
© 89.0

KIPP{MW/SQCM)

NR (MW/SQCHM) |
45,5

77.8
85.4

KIPPIMM/SQCH)

VRUN 9 Day 1 TIKE PERIOD 1531 71O
HeMs Q7P (HV) 7245 68.5 32.7
SPOT READINGS T4.3 67.9 22.0

ATIC)Y WT(C)

MeHse AVERAGES 32,7 26.6

CURRENT SPOT READ. 33.3 28.4

PREVIDUS 5SPOT READ. 33.9 29.3

SPEED(M/S) ELR.ANEH(M/S)

1.2 L]

RUN 10 oAy 1

Nee O/P (HV) 75.8 67.6 26.9
SPUT READINGS T4.9 64.9 26.0
AT(C) WT(C)
MeH. AVERAGES 33.9 2843
CURRENT SPOT READ. 33.6 27.3
PREVIOUS SPOT READ. 33.3 28.4

SPEED(M/S) E.RLANEM({H/S)

2s4 o4

1630

2946

57.4

RH (%) NR {HW/SaCM)

32.7 ~29.3
22.0 54.9
23.0 77.8

PYR(HMW/SQCH)Y XIPP{MW/SQCLHM)

0.0

TIME PERIOD 1430 TO 1730

53.6

49 .4

Lyl

RH(Z) NR{MW/SAsM)

26.9 42.8
26.0 30.2
22.0 54.9

PYR{HW/SACH) XIPPIMW/SACM)

0.0



91V

RUN 11 Day 1

HeMe O/P (HV) T4.8 65.8
SPOT READINGS 72.3 66.0
AT(C)
MeM. AVERAGES 33.5
CURRENT SPOT READ. 32.5
PREVIOUS SPOT READ. 33.6

SPEED(M/S) EJR.ANEM(H/S)

3.2
RUN 12 DAY 1
MeHo O/P (MV) 70.8 65.2
SPOT READINGS 66.0 6345
AT(C)
HeMe AVERAGES 31.9
CURRENT SPOT READ. 30.1
PREVIOUS SPOT READ. 32.5

SPEEOLF/S) "E.R.ANEM(M/S)

TIME PERIOD 1730 TO

13 5
26.2 67.2
30.0 43,8
WTtC) RH(Z)
27.6 26.2
27.7 30.0
27.3 26.0
PYR{MW/SQCH)
040

N

TIME PERIOD 18 5 TO 1940

31.6 39.3
36.0 37.1
WT(C) RH(Z)
2744 31.6
26.7 36.0
27.7 30.0

PYR(HW/SQCH)

NR (MW/SQCH)
23.4

13.0
+ 3042

KIPPIMW/SQCH)

NR(HW/SQCH)
"-5

-752
13.0

KIPP{HMW/SQCH)

RUN 13 DAY 1

H.Me O/P (HV)

SPOT READINGS

MeMe AVERAGES

CURRENT SPOT READ.
PREVIOUS SPOT READ.

SPEED(H/S)

4.3

TIHE PERIOD 1940 TO 2010

65." 63.3 33,6 35.5

64.2 63.4 36.0 37.2

AT(C) wTi(C) RH(2)
29.9 26.7 33.6
29.3 26.7 36.0
30.1 26.7 36.0

E«R.ANEN(H/S) PYR(H®W/SQCM)
oh 0.0

NR({MW/SCC™?

-12.2

-6.9
~7.2

KIPP (H¥/SQCH)

8r1



LTV

RUN 2 DAY 1

MM O/P (HY)

SPOT READINGS

M.M. AVERAGES

CURRENT SPOT READ.
PREVIOUS SPOT READ.

SPEED(NM/S)

3.0

RUN & DAY 1

KeMe Q/P (HV)

SPOT READINGS

MaHe AVERAGES

CURRENT SPOT READ,
PREVIOUS SPOT READ.

SPEED(M/S)

242

TIME PERIOD 7 5 70 8 0
2646 5743 6545 45.8
2945 579 6040 5047
ATI(C) WTH(C) RH(Z)
18.1 2443 65.5
19.3 24,4 60.0
17.3 24,4 65.0
EJRJANEM{MZS)  PYRIHW/SQCM)
2.9 32.3

TIME PERIOD 8 0 TG 9 O

32.0 57.7 55.3 0.0
35.7 57.9 50.0 58.3
AT(C) WT(C) RH{X)
20.3 24,5 55.3

21,9 24.6 50.0

19.3 2444 60.0
TEJRJANEMIN/SY PYR{HW/SQCH)
2.4 44,4

DATE 50276

NR(MW/SQCH)

18.5

33,8
13,0

KIPP{HMW/SQCH)

NR (HW/SAQCHY

KIPP{MW/SQCH)

SERIES 2
RUN 5 DAY 1
MeHe O/P (MV)
SPOT READINGS
MeMe AVERAGES
-CURRENT SPOT READ.
PREVIOUS SPOT READ.
SPEED(M/S)
3.5
1
RUN 6 DAY %

MM, O/P (HV)

$PIT READINGS

M.M. AVERAGES

CURRENT SPOT READ.
PRCVIOUS SPOT READ.

SPEED(M/S)

1.6

TIKE PERIOCD 9 0 TO 10 0

YY) 0.0 0.0 Q.0
41.5 58.6 43.0 64.4
AT(C) WT(C) RH(Z)

0.0 0.0 0.0

24,3 24.8 43.0
21.9 2446 50.0
E«RANEM(M/S) PYR{HW/SQCH]
3.7 88.8

TIHE PERIOD 10 0 TO 11 O

44,2

46.2

E.R.ANEH{M/S)

39.3
61.5

AT(C}

2642
24,3

1.6

41.6 59 .4

39.0 67.4
WTLC) RH{Z}
25.1 41.6
25.9 39.0
24.8 43.0

PYRINA/SICH)

93,7

NR{HW/50QCH)

KIPP(HW/SCM)

NR{MUW/SQIN)

KIPP{MI/SCCN)

60l



81V

RUH 7 DAY L TIME PERIOD 11 © TO 12 ¢
BeMa O7F (KV) 47.8 62.6 40,2 58.1
SPOT READINGS 50.¢6 b4%.1 35,0 6G.3

AT(C) WT(C) RHLT)
MeM. AVERAGES 26,9 26.3 4042
CURRENT SPOT READ., 28.0 2649 35.0
PREVIOUS SPOT READ. . 26,2 25.9 39.0
SPEEDCA/S) E.R.ANEM(N/SI  PYR(MW/SQCH)
1.4 1.6 93,7,
RUN 8 DAY 1 TINE PERIOD 12 0 TO 13 0

Ko¥e O/P (HV} 5045 62.9 3446
SPOT READINGS 5.8 4.7 27.8
ATICY WTIC)
MsHe AVERAGES 28.0 2644
CURRENT SPOT READ. 30.0 27.1
PREVIDUS SPOT READ. 28:0 2649

68.4
692

RH(ZX)

34,6

27‘8
35,0

NR{MW/SQCH)

56.9

20,9
+ B4.8

KIPPIHW/SOCH)

NRINWZSQCH) |

.

.

8846

91,4
90.8

RUN 9 DAY 1 TIME PERIOD 13 © TD 14 0
HeMe Q7P (HV) 8. 8746 25.7 £9.6
SPOT READINGS 59.8 65,3 20.2 6740

ATIC) wT{C) RH{X%)

MeMs AVERAGES 3t.2 28.2 25.7
CURRENTY SPOT READ. al.¢é 27,7 20.2

PREVIOQUS SPOT READ. 30.0 27,1 27.8

SPEED(M/S) E.RANEM{M/S) PYR{MW/SQLK)
1.5 1.9 103.6
RUN 10 DAY 1 TIHE PERIOD 14 0 70O 1510

Moo Q7P (HV) 5945 66,6
SPOT READINGS 58,2 6%.8
AT(C)
MaMse AVERAGES 31.5
CURRENT SP0OT READ, 1.0
PREVIDUS SPOT READ, 3186

22.8

2%.0

WI(C)

2748

27.1
27.7

51.2

62.7

RH(Z)

22.8

29.0
20.2

NR{NW/5QCH])
F2.6

84,8
914

KIPP{MW/SECH])

NR{RW/SOCH}

36.8

70,9
84.8

0¢t



6 1V

RUN 11 DAY 1

M. O/P (HV)

SPGT READINGS

M.M. AVERAGES

CURRENT SPOT READ.
PRIVIOUS SPOT READ.

SPEED(H/S)
5.9
RUN 12 Day 1

M.M. 0/P (HV)
SPOT READINGS

HeMe AVERAGES

CURRENT SPOT READ.
PREVIOUS SPOT READ.

SPEED(H/S)

5.2

TIME PERIOD 1510 TO 16 0

58.2 6349

5840 6244
AT(C)
31.0

30.9
. 31.0

E.R.ANENIM/S)

6.2

2444 39.5

20.0 58.1

WTL(C) RH ()
26.8 2444
26.2 20.0
27.1 29.0

PYR(HW/SQCH)

71.0

TIHE PERIOD 16 0 TO 17 O

56.5 61.1

57.5 v2.l

AT(C)

‘ 30.3

30.7
30.9

E.R.ANENINM/S)

5.5

23.9 5442
20.7 50.9
WT(C) RH(X)
25.8 23.9
26.1 20.7
26.2 20.0
PYR(MW/SQCH)
59.2

NR(MW/SQCH)

61.2

57.0
+70.9

KIPP(HW/SQCH)

NR(MW/SQCH)

4543

35.3
57.0

KIPP(MW/SQCH)

RUN 13 DAY 1

HeMe O/7P (MV)

SPOT READINGS

M.H. AVERAGES

CURRENT SPOT READ.
PREVIOUS SPOT READ.

SPEED(M/S)
4.2
. RUN 14 DAY 1

H.H. O/P (HV)

SPO7 READINGS

H.M. AVERAGES

CURRENT SPOT READ.
PREVIOUS SPOT READ.

SPEED(H/S)

2.2

TIHME PERIOD

17 0 TO 18 O

55.8 61.9 26.7 47 .4
33.5 61.8 29.0 42.9
AT(C) WT(C) RH(Z)} NR(MW/SQCN)
30.1 26.0 26.7 24.5
29.1 26.0 29.0 10.9
30.7 26.1 20.7 35,3
E«R.ANEM(H/S) PYR(MW/SQCH) KIPPIHWISCCH)
4.2 14.8

TIME PERIOD
49.3  61.9
41,6 61.2

ATIC)
27.5

24.3
29.1

E«R<ANEM(H/S)

244

18 0 TO 20 0

40.7 39.4 .

51.5 36.2

HTLC) RH(Z)  NRUHW/SOCH it
26.0 40.7 .2

25.8 51.5 9.4

26.0 29.0 10.9

PYR(HKW/SQCM) KIPP(MW/SQCH)

0.0



01°1V

RUN 15 DAY 1}

N8, O/P (HY}
SPOT READINGS

M.M. AVERAGES

CURRENT SPOT READ.
PREVIDUS 5P0T READ.

SPEEDIN/S)

2,9

TIME PERIOD 20 0 TOQ 23 0O

39.2 50.8

35.3 60.3

AT(C)

23.3

21.7
L2443

E+RJANEMIN/SY

2.8

53,3 36.5
52.0 36.0
NTIC) RHIZ)
25.6 53,3
.4 5240
25,8 51,5
PYREMWZSOCH)

)

.

NR{MW/SQCH)

“Bul

~10.3 .
—Gek

KIPPIHW/SQCH)

(44!



[L°1v

RUN 2 DAY 1 TIKE PERIDD 830 TD 945
Mele O/P (HV) 9.9 47.7 69.5 50.9
SPOT READINGS 17.9 48,4 70.0 54,5

AT(C) wTic RH(Z)

Me¥y AVERAGES 1445 2143 69,5
CURRERT SPOT READ. 1641 2143 70.0

PREVIOUS SPOT READ. 14,0 21.? 71.0

SPEED(M/S) E.R.ANEM(H/S) PYR(MW/SQCH)

3.4 346 4744

RUN 3 DAy 1 TIME PERIOD 945 TO 11 7

HeMs O/7P (HV) 23.8 48.8 62.2 57.3
SPOT READINGS 31.0 49,4 57.0 59.2

AT(C) WT(C) RH(Z)
MeMe AVERAGES 17.3 2l.4 62.2
CURRENT SPOT REAOD. la.8 21.5 57.0
PREVIOUS SPOT READ. 1661 21.3 70.0

SPEEDI(M/SY E.RJANEMIN/S) PYR{MW/SQCH)

4.2 443 65.0

DATE 50476 SERIES

NR (MW/SQCH)

KIPP(MW/SQCH)

6146

NR{MW/SQCH) "

KIPP(HW/SQCM)

15.5 '

RUN 4 DAY 1 TIHE PERIOD 11 7 TO 1235
HeMe O/7P (HV) 34,5 4744 5546 53.4
SPOT READINGS 40.9 51.5 50.0 58.8

ATICY WT(C}) RH(Z)

MeMe AVERAGES 1945 21,2 5546
CURRENT SPOT READ. 20.7 21.8 50.0

PREVIOUS SPOT READ. 168.8 21.5 57.0

SPEED(M/S} ELRJANEH(N/S) PYR({MW/SQCH)

3.9 4.0 70.6

RUN 5 DAY 1 TIME PERIQD 1235 TO 1430

HeMe O/7P (HV) 45.6 48.6 48.8 54.9

SPOT READINGS 34.7 53.1 43,0 52.7

ATIC) WTIC) RH{Z)

MeH. AVERAGES ’ 21.7 2144 48.8

CURRENT SPDT READ. 19.5 22.0 43.0

PREVIOUS SPOT READ. 20.7 21.8 50.G

SPEED(MN/S) ERJANEHIH/S) PYR(KW/SQCK)

2.4 2.5 54,1

NR(Mw/53CA)

KIPP{MW/SQIN)

3.1

Gl

NR{HW/SQCM}

KIPP(MN/SQCH)



T1°IV

RUN 6 DAY 1

TIME PERIOD 1430 TO 1530

MM 07P (M) 50.9 43.7 0.0
SPOT READINGS 54,0 32,7 45,0 49.6
AT(C) wric RH(X)
H.M. AVERAGES 22.8 0.0 €3.7
CURRENT $POT READ. 23.4 21.9 45.0
PREVIOUS SPOT READ. 19.5 22.0 43.0
SPEED(N/S) E.R.ANEMCH/S)  PYR(HW/SQCH)
2.5 2.7 T 2946
RUN T DAY 1 TIME PERIOD 1530 TO 1631
HoM. OFP (HVI S4.6  51.8 43,2 45.1
SPOT READINGS 55.3 52.3 46.0 42.8
ATIC) WTLC) RH(Z}
M.M. AVERAGES 23.5 21.8 43,2
CURRENT SPOT READ. 23.7 21.9 46,0
PREVIOUS SPOT READ, 2304 21.9 45.0

-

NR{ (W /S QCH}

0.0

30.2
39.5

KIPPIMR/SQCN)

42.7

NR (MW /SQCHY’

16,7

9.7
30.2

RUN 8 pAY 1

TIME PERIOD 1631 TO 1835
M.M. D/7F (BV) 45.9 51.3 55.1 37.9
S$POT READINGS 28.5 50.2 73.0 3544
AT(CY WY(C} RH{Z)
HeM. AVERAGES 21.8 21,7 55.1
CURRENT SPOT READ, 18,2 2146 73.0
PREVIOUS SPOT READ. - 23.7 219 46,0
SPEED(H/S) E.RJANEM(N/S) PYR(MW/SQCH)
2.0 2.0 7.2
RUN 9 pAY 1 TIME PERIGD 1835 TO 20 0
MeRe CFP (HY) 2441 49.1 T1.8 36.1
SPOT READINGS 17.4 4% 4 78.0 36.0
ATICY Wi RH(X)
M. ¥« AVERAGES 1.4 2144 T1.8
CURRENT SPQT READ. 16,0 21.5 78.0
PREVIOUS SPOT READ. i8.2 2346 73.0

NR{MA/7SQCH)
=51
-G.7

97
KIPP{HW/SOLH)
8.0
HR{AF/SQCH)
~10.8
-16.9

-3.7

¥61



€1 1v

RUN 10

MoMe O/P (HV)
SPOT READINGS

M.M, AVERAGES

CURRERNT SPOT READ.
PREVIOUS SPOT READ.

SPEED{H/S) EJR.ANEM(M/S)

RUN 11 DAY

H.Me O7PF (MV)
SPOT READINGS

MeM. AVERAGES

CURRENT SPDT READ.
PREVIQUS SPOT READ.

SPEED(MN/S)

-,

DAY 1

TIHE PERIOD

15.2 4844

13.2 49.1

1.6

1

3.0

AT(C)

15.6

15.2
16.0

20 0 TO 2130
77.8 35.2
79.0 35.8

WT(C) RH{X}

21.3 77.8
21l.4 79.0
2145 78.0
PYR(MW/SQCH)
0.0

1.6

TIME PERJOD 2130 TO 23 5

12.8 AT.7
13.9 50.0
AT(C)
15.1
15.3
15.2
EJRJANEM{N/S)
2.4

78.3 34,8
81.0 36,2
WT(C) RH(X)
21.3 78.3
21.6 81.0
21.4 79.0
PYR(HW/SQCH)
0.0

NR{HW/SQCH)

-13.4

-11.5
-10.9

‘

KIPP(MW/SQACH)

0.0

NR(HW/SQCM]} "’

=14.2

-9.7
=11.5

KIPP(MW/SOCH)

0.0

RUN 12 DAY 1

TIME PERIOD 23 5 TO 125
HeMo 0/P (HV) 0.9 0.0 0.0 0,0
SPOT READINGS 18.2 47.7 62.0 35.4

ATI(C) WTLC) RHIZ)

HeMs AVERAGES 0.0 0.0 0.0
CURRENT SPOT READ. 16.2 21.3 62.0
PREVIQUS SPOT READ. 15.3 21.6 81.0
SPEED(M/S) E.R.ANEH(H/S)  PYR{MW/SQCH)

3.6 3.5 0.0

RUN 13 DAY 2 TIKE PERIDD 125 TO 3 ©
M.M. Q/P (HV) 0.0 0.0 0.0 0.0
SPOT READINGS 10.9 47.4 76,0 35.7

AT(C) WT(C) RH(Z)

HeMs AVERAGES 0.0 0.0 0.0
CURRENT SPOT READ. 14.7 21,2 7640
PREVIOUS SPOT READ, 16.2 21.3 52.0
SPEED(M/S) EJR.ANEM(H/S)  PYRIHW/SACH)

2.6 2.5 0.0

NR{MW/SQCH)
0.0

-12.1
-3.7

KIPP{HW/SQCH)

2.0

[
NR{NW/SQCY)
0.0

-11.2
-12.1

KIPPIMW/SICHY

0.¢



[ A

Time

150176 .

32
8 0
830
90
330
10 ¢
1030
i1 0
1130
12 0
1230
13 0
1330
14 0
1430
15 ¢
1530
1345
6 0
1630
17 0
1730
13 0
1530
is 0
1930
20 0
2030
21 ¢
2130
2z 0
2230
23 ¢

Speed
{m/8)

1.50
1.50
1.50
1.50
.50
1.50
l.50
1.50
1.50
1.50
1.50
1.50
3.30
220
2.30
3.%50
6.00
6.00
6.09
4480
5,70
5475
5.8%
5.90
5.99
6,10
belb
6.20
6.26
6435

6430,

be24

A.Temp
°0)

18,00
19.30
20.60
21.50
22.50
23460
24,70
25.70
26.70
27450
28,30
29.00
29.80
30.40
30.70
30.50
30,40
30.25
30.00
29,75
29,40
28.80
28.20
27.50
26.40
25,30
24,40
£3.30
22.20
21.20
20.10
19.10

W.Terp

{°C)

230«0
23.50
23.70
23.85
24,05
24.35
24,75
23,50

| 28405
26420

26.25
26.30
26,32
26.33
26.30
26.24

26,006

25.80
25,36
24,95
24,66
254,52
24.4%1

. 24.35

24,31
24,28
24.26

24,24

24,30
24.18
2hal
24.00

R,
¢4

63,00
b1.50
61,00
58.30
57.00
54,50
51.30
46.00
41.00
39,00
38.00
36460
35,50
34,90
34,50
35.00
36.00
36,59
38.20
39.80
42440
45.00
47,50
50.00
52.20
54.40
56.60
59.00
61.50
63.50
65.30
67.50

N.Rad

(rit/aq om)

36.00 -

49,50
50.00
69.50
T6.50
82.50
87.00
90.50
92.00
93.00
22.00
39,00
Bb6.50
83,50
77.00
71,00
67.00
63.00
52,00
42,00
. 32.00
20,00
" 8,00
«2450

L. =600

~7.50
-8,00
~8.50
_-8.,50
-850
~B450
-850

Time

030276
4

30
230
ic o
1030
110
1130
12 0
1230
13 0
1330
14 0
1430
15 ¢
1530
16 0
1630
17 0
1730
18 ¢
1815
1830
19 ¢
1530
20 0
2030

Speed
(m/8)

+80

»80
l.10
1450
}-‘80
2410
2,10
2.10
1.65
1.30
1.10
1.20
1‘50
1.30
1.20
1.60
2.40
3.00
4.00
5.00
5.00
5.00
5.00
4,30
3.60

A Temp
°c)

24.00
24,70
2%.10
26.20
27.10
28,20
29.30
30.3¢
31.30
32,40
33.30
34.00
33,60
33.00
32.30
33.30
34.29
33.90
32.90
32,60
32.30
31.60
31.00
30.10
294290

W, Termp
°c)

24.40
24.90
25,35
25.90
26,16
26,50
26.85
27.30
27.45
28.50
29.20
28.80
28.00
26,86
25.80
28,35
29,00
27.80
27,60
27.50
27.40
27.20
27.00
26,80
26,60

R.H.
¢4

44,00
42.50
42,50
42.50
42.00
4l.%0
40,60
18.80
34,00
29.590
26.00
23,00
20.00
30.00

5.00
30.00
27.c0
26,00
29,00
30.05
31,50
32.00
32,60
33.00
34.00

H.Rad
(=i/sq e=)

53.00
67.03
73.¢2
£1.00
20.00
67.00
91.00
93.00
91.00
I6.00
53%.00
5,02
1¢.0C
78.02
63.0%
946,00
44,00
31,60
17.00

G402

3.00
~2.0%
~4.50
~6.03
~6.09

9¢1



ov

Time

050276
41

630

70

730

830
90
915
939
10 0
1030
11 0
1130
12 Q
1230
13 0
1330
1345
14 0
1430
1445
15 0
1515
1530
1545
16 0
1630
17 0
1730
18 0
1630
1845
19 0
1930
20 0
2030
21 0
2130
22 0
2230
23 0
2330

Speed
(w/s)

2.30
2.80
3.00
3.20
1.80
2.20
4.50
3.50
3.40
1.10
l.10
1.40
1.70

<90

«90

.90,

3.30
1.60
1.30
4.00
3.30
3.30
5.50
8.09
6.65
5.20
%.70
4.20
3.70
3.35
2.20
2.00
1.65
1.39
1.00
2.35
2.90
3.30
3.70
3.70
3.50

A.Temp
{°C)

l6.80
17.30
18.40
19.40
20.80
22.00
22.65
23.30
24440
25.40
26430
27.20
28.10
29.20
30.20
31.20
31.55
31.70
31.60
31.50
31.30
di.2

31.05
31.00
30.90
30.80
30.70
30.20
29.40
28.60
28.00
27.40
26.30
25.40
2460
24,00
23.30
22,70
22.20
21.70
21.20

Q. Tewp
(°c)

24.30
24430
24,30
24,35
24,40
24450
24453

‘24,58

24.75
25.00
25.50
26.10
26.70
26.90
27.70
28.10
28.30
28.40
28.50
28.10
27.60
27.20
26485
26450
26.30
25.90
26.00
26.00
26.00
26.60
26.00
26.00
26.00
25.85
25,75
25.68
25.&0
25.50
25.45
25.35
25.25

R.1.
(%)

70.00
68.00
64.50
60.00
55.00
50.00
48.50
46.50
43.50
41.50
40.50
40.00
38.50
35.50
29.50
25.50
24.50
23.00
22.50
22.50
22.50
23.00
23.50
24,00
24,00
24,00
25.00
27.00
31.00
37.00
39.00
42.00
46.00
50.00
51.50
53.00
54.00
54.50
54450
55.00
55.00

N,Rad
{mW/sq em)

0.00
11.00
23.00
35.00
47.00
58.00
63.00
67.00
76.00
82.00
86,00
83.00
91.00
92.090
91.50
89.50
88.00
86.00
80.00
76.50
73.50
70.00
65.00
60.50
57.00
48.00
36.00
24.00
12.00

2.00
-1.50
-3,00
=7.00
-9.00
~-9.00
~-9.00
=-9.00
~9.00
-9.00
-9.00
~-9.30

Time

050476
37
830
9 0
930
10 0
1030
11 0
1130
12 0
1230
132 0
1330
14 0
11430
15 0
1530
16 0
1630
17 0
1730
18 0
1830
19 0
1930
20 0
2030
21 0
2130
22 0
2230
23 0
2330
24 0
030
10
130
20
230

Speed
(mis)

3.60
3.30
3.30
4.30
4.30
4.10
4.00
3.90
3.15
2.40
2.30
2.20
2.70
2.50
2.30
2.20
2.10
2.05
2.00
1.95
1.90
1.90
1.90
1.90
1.50
1.60
1.60
3.00
3.30
3.60
3.60
3.60
3.60
3.60
3.60
2.30
2.30

A.Temp
(°c)

13.80
14.40
15.20
16.50
17.60
18.50
19,20
19.70
20.30
20.90
21.55
22.00
22.30
22.80
23.20
23.790
23.70
23.30
22.5u
20.80
19.30
17.%0
16.90
16.10
15.70
15.40
15.30
15.25
15.25
15.25
15.20
15.10
15.05
15.00
15.00
14,95
14.93

W.Temp
(°C)

21.20
21.25
21.28
21.35
21.40
21.45
21.53
21,60
21.67
21.72
21.77
21,80
21.83
21.85
21.85
21.83
21,80
21.75
21.73
21.67
2l.62
21.53
21.45
21.40
21.35
21.30
21.28
21.27
21.25
21.24
21,22
21.21
21.20
21.20
21.20
21,18
21.18

R.,
(2}

71.50
70.00
68.50
65.50
61.70
59.50
57.00
55.00
53.00
51.00
49.20
47.50
45,60
43.60
42.60
42.60
46.00
50.00
55.00
59.50
63.50
58400
73.00
78.00
78.00
78.00
78.00
78.30
78.50
78.70
78.90
79.00
79.00
79.00
79.00
73.00
79.00

N.Rad
(oW/sq cm)

22.00
32.590
41.00
48.50
53.20
57.00
59,00
59.50
57.60
53.00
46.00
42430
39.40
35.00
30.00
20.00
7.00
-3.00
~6.00
-8.00
-9,30
=10.00
~10.20
~10.20
=10.60
~11.20
-11.00
~11.00
~11.00
~11.00
~11.00
-11.00
-11.00
-11.00
-11,00
~11.00
-11.00

LGI



T°EV

OATE 150176 SERIES 1

AUN 1 DAY 1 TIME 810 RUN 6 DAY 1 TIME 1400 RUN 11 DAY 1 TIHE 2030
SOLN A SOLN 8 SOLN A SOLN B8 SOLN A SGLM 8
SALINITY 379, 529. SALINITY 379. 529, SALINITY 379. 529.
CONDUCTIVITY € 25C 734.2 925.5 CONDUCTIVITY § 25¢C 841.6 1097.4 CONDUCTIVITY § 25¢C 815.3 1065.2
SALINITY = ,784%COND 25 + =196.6 SALINITY = ,586%COND 25 + =-114.4 SALINITY = ,593#COND 25 + =104.4
BUCKET TEMP . 04C PROBE THERMISTOR 12.79C BUCKET TEMP 27.44C PROBE THERMISTOR 27.36C BUCKET TEMP 24.04C PROBE THERMISTOR 23.93C
RUN 2 DAY 1 TIME 900 RUN 7 DAY 1 TIME 1500 RUN 12 DAY 1 TIME 2230
SOLN A SOLN B SOLN A SOLN B SOLN A soLN B
SALINITY 379, 529. SALINITY 379. 529. SALINITY 379. 529.
CONDUCTIVITY § 25C 756.8 1028.0 CONDUCTIVITY § 25C 827.6 1080.1 CONDUCTIVITY § 25C 808.1 1055.6
SALINITY = ,553«COND 25 + =39.5 SALINITY = ,594#COND 25 + =112.6 SALINITY = ,606%COND 25 + ~110.8 '
BUCKET TEMP 23.54C PROBE THERMISTOR 17.80C BUCKET TEMP 26.64C PROBE THERHISTOR 26.47C BUCKET TEMP 23.74C PROBE THERMISTOR 23.5€C
RUN 3 DAY 1 TIME 1000 RUN 8 DAY 1 TIME 1600
SOLN A - SOLN B SOLN A SOLN B
SALINITY 379, 529. SALINITY 379, 529,
CONDUCTIVITY § 25C 826.3 1077.3 CONDUCTIVITY § 25¢C 831.2 1086.3
SALINITY = ,5974COND 25 + -114.7 SALINITY = .588%COND 25 + =10949
BUCKET TEMP 24.44C PROBE THERMISTOR 24.28C BUCKET TEMP 25.64C PROBE THERMISTOR 25.50C
RUN & DAY 1 TIME 1100 RUN 9 DAY 1 TIME 1700
: SOLN & SOLN B8 SOLN A SOLN 8
SALINITY 379. 529, SALINITY 379. 529,
CONDUCTIVITY § 25C 825.5 1073.8 CONDUCTIVITY s 25C 816.9 1078. 4
SALINITY = ,604*COND 25 + -119.7 SALINITY = ,574%COND 25 + =-89.5
BUCKET TEMP 25.44C  PROBE THERMISTOR 25.19C BUCKET TEMP 24.94C PROBE THERHISTOR 24.94C
RUN 5 DAY 1 TIME 1210 ) RUN 10 DAY 1 TIME 1800
SOLN A . SOLN 8 SOLN A SOLN 8
SALINTTY 379, 529. SALINITY 379, 529.
CONDUCTIVITY § 25¢€ 822.5 1075.7 CONDUCTIVITY § 25¢C 817.9 1070.7
SALINITY = .5934COND 25 + -108.4 SALINITY = ,5934COND 25 + -106.4

86¢1
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DATE 30276 SERIES 1

RUN 1 DAY 1 TIME 910
SOLN A SOLN B
SALINITY 402, 500.
CONDUCTIVITY s 25¢C T7442 95243
SALINITY » «550¢C0OND 25 + -23.8
BUCKET TEMP 24.65C PROBE THERMISTOR 24.61C
WN 2 DAY 1 T1NE 955
SOLN A SOLN 8
SalINITY 402. 500.
CON2UCTIVITY < 25C 775.0 951.7
SALINSTY = ,555¢COND 25 + =27.8
BUCKET TEMP 25.35C PROBE THERMISTOR 25.29C
RUN 3 DAY 1 TIME 1105
SOLN A SOLN B
SALINITY 402. 500.
CONDUCTIVITY < 25C 774.7 959.3
SALINITY = ,531%COND 25 + -9.3
BUCKET TEMP 26.05C PROBE THERMISTOR 25.99C
RUN & DAY 1 TIME 1200
SOLN A SOLN B
SALINITY 402. 500.
CONDUCTIVITY $ 23C 771.4 937.4
SALINITY = ,590¢COND 25 ¢+ =53.4
BUCKET TEMP 26.95C PROBE THERMISTOR 26.90C
RUN 5 DAY 1 TIHE 1300
SOLN A SOLN 8
SALINITY 402, 500.
CONDUCTIVITY s 25C 0.0 1038.7

SALINITY = ,094#COND 25 ¢ 402.0

BUCKET TEMP 27.65C PROBE THERMISTOR 24.30C

CONDUCTIVITY S 25¢C
«556%COND 25 +

BUCKET TEMP 28.05C PROBE THERMISTOR 23.00C

CONDUCTIVITY ¢ 25C
«554%COND 25 +

BUCKET TEMP 27.35C PROBE THERMISTOR 27.31C

CONDUCTIVITY s 25¢C
«553%COND 25 +

BUCKET TEMP 28.75C PROBE THERMISTOR 28.87C

CONDUCTIVITY s 25C
«5434COND 25 +

BUCKET TEMP 26.90C PROBE THERMISTOR 26.99C

CONDUCTIVITY
«569*COND 25 +

BUCKET TEMP 27.45C PROBE THERMISTOR 27.47C

RUN 12 DAY 1} TIRE
SOLN A
SALINITY 402,
CONDUCTIVITY £ 25C T72.4

SALINITY = ,563%COND 25 +

BUCKET TEMP 26.35C PROBE THERMISTOR 26.3%5C
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DATE 50276 SERIES
jun 1 DAY 1 TIME
SOLN A
SALINITY 402.
CONDUCTIVITY s 25C 773.4
SALINITY e« ,555*%*COND 25 +

BUCKET TEMP 23.85C

RUN 2 T DAY 1 TIME
SOLN A

SALINITY 402,
CONDUCTIVITY s 25¢C 776.6
SALINITY = ,555%COND 25 +

BUCKET TEMP 23.90C

RUN 3 DAY 1 TIME
SOLN A

SALINITY 402.
CONDUCTIVITY < 25C 778.0
SALINITY = ,560*COND 25 +

BUCKET TEMP 24.70C

RUN & DAY 1 TIME
SOLN A

SALINITY 402.
CONDUCTIVITY § 25C 776.0
SALINITY = .553#COND 25 +

BUCKET TEMP 24.B80C

RUN § DAY 1 TIME
SOLN A

SALINITY 402.
CONDUCTIVITY § 25C 78,7
SALINITY = ,560%COND 25 +

2
630
SOLN B
500.
949.7
-27.9

PROBE THERMISTOR 23.83C

730
SOLN B
500.
953.4

-28.7

PROBE THERMISTOR 23.83C

830
SOLN B
500,
952.8

~34.0

PROBE THERMISTOR 24.60C

930
SOLN 8
500.
953.4

-26.8

PROBE THERMISTOR 24.64C

1030
SOLN B
500.
953.8

~33.8

RUN 6 DAY 1 TIME 1130
SOLN A SCLN B
SALINITY 402. 500.
CONDUCTIVITY € 25C 786.6 961.4
SALINITY = (5614COND 25 ¢ =39.0

BUCKET TEMP 26.00C

RUN 7 DAY 1 TIME 1230
SOLN A SOLN B8
SALINITY 402, 500.
CONDUCTIVITY € 25C 786.9 957.4

T SALINITY = ,575%COND 25 + <=50.1

BUCKET TEMP 26.B0C PROBE THERMISTOR 26.78C

TIME 1326

RUN 8 DAY 1
SOLN A SOLN 8
SALINITY 402. 500.
CONDUCTIVITY € 25C 78l.6 955.9
SALINITY = ,562#COND 25 + =37.4

BUCKET TEMP 27.80C PROBE THERMISTOR 27.76C

RUN 9 DAY 1 TIME 1430
SOLN A SOLN 8
SALINITY 402. 500.
CONDUCTIVITY € 25C 776.3 953.5
SALINITY = .553*COND 25 + =-27.2

BUCKET TEMP 28.60C PROBE THERMISTOR 28.56C

RUN 10 oAy 1 TIME 1530
SOLN A SOLN 8
SALINITY 402. 500.
CONDUCTIVITY € 25C 776.7 951.7
SALINITY = .560:'COND 25 + ~32.9

PROBE THERMISTOR 26.22C

RUN 11 DAY 1 TIHE 1630
SOLN A SOLN B
SALINITY 402, 500,
CONDUCTIVITY € 25C 779.3 952.7
SALINITY =« .565%*CONO .25 + =38.3

BUCKET TEMP 25.95C PRCBE THERMISTOR 25.95C

RUN 12 Day 1 TIME 1730
SOLN A SOLN B
SALINITY 402, . 500.
CONDUCTIVITY < 25C 778.5 953.2
SALINITY = ,561*COND 25 + =34.5

BUCKET TEMP 25.95C PROBE THERMISTOR 25.88C

RUN 14 DAY 1 TIHE 2010
SOLN A SOLN 8
SALINITY 402, 500.
CONDUCT'VITY < 25C 773.5 95245
SALINITY e 547#COND 25 + <=21.%

BUCKET TEMP 25.70C PROBE THERMISTOR 25.55C

RUN 15 DAY 1 TIME 2310
SOLN A SoLN B
SALINITY 402. 5G0.
CONDUCTIVITY 5 25C 77647 95644
SALINITY =« .545%COND 25 ¢ =21.6

BUCKET TEMP 25.10C PROBE THERMISTOR 24.94C
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DATE 50476 SERIES 3

RUN 1 DAY 1 TIME 930 RUN 8 DAY 1 TIME 1845
SOLN A SOLN B SOLN A SOLN B8
SALINITY 402. 500. SALINITY 402. 500.
CONDUCTIVITY € 25C 759.3 936.0 CONDUCTIVITY $ 25C 76448 940.3
SALIRITY = ,555*COND 25 + =19.3 SALINITY = ,5584COND 25 + =25.0
BUCKET TEHP 21.15C PROBE THERMISTOR 21.01C BUCKET TEMP 21.30C PROBE THERMISTOR 21.35C
RUN 2 DAY 1 TIHE 1030 RUN 9 DAY 1 TIME 2030
SOLN A SOLN B SOLN A SOLN B
SALINITY 402. 500. SALINITY 402. 500,
CONDUCTIVITY € 25¢C 759.7 933.2 CONDUCTIVITY € 25¢C 764.8 940,3
SALINITY = .565¢COND 25 ¢ =27.0 SALINITY = .55B8%COND 25 + =25.0
BUCKET TEMP 21.15C PROBE THERMISTOR 21.08C BUCKET TEMP 21.00C PROBE THERMJSTOR 21.06C
RUN & DAY 1 TIME 1400 RUN 10 DAY L TIME 2200
SOLN A SOLN B SOLN A SOLN B
SALINITY 402. 500. SALINITY 4G2. 500,
CONDUCTIVITY § 25C 765.9 939.5 CONDUCTIVITY S 25¢C 764.8 940.3
SALINITY = ,565¢COND 25 ¢+ =30.4 SALINITY « ,558%COND 25 + =25.0
BUCKET TEMP 21.60C PROBE THERMISTOR 21.79C BUCKET TEMP 21.00C PROBE THERMISTOR 21.16C
RUN 6 DAY 1 TIME 1500 RUN 11 DAY 1 TIME 2350
SOLN A SOLN 8 SOLN A SOLN B
SALINITY 402, 500. SALINITY 402, 500.
CONOUCTIVITY ¢ 25C 765.1 937.3 CONDUCTIVITY < 25C 764.8 940.3
SALINITY e .569%COND 25 + =33.4 SALINITY = .558#COND 25 ¢+ =25.0
BUCKET TEMP 21.70C PROBE THERMISTOR 21.82C BUCKET TEMP 20.B5C PROBE THERMISTOR 21.05C
RUN 7 DAY 1 TIHE 1600 RUN 12 DAY 2 TIHE 200
SOLN A SOLN B SOLN A SOLN B
SALINITY 402. 500. CSALINITY 402, 500
CONDUCTIVITY £ 25C 76441 937.4 CONDUCTLVITY § 25¢C 764.8 94C.3
SALINITY = (565%COND 25 + =30.0 SALINITY = ,558*COND 25 + =25.0

BUCKET TEmP 21.065C PROBE THERMISTOR 21.81C BUCKET TEMP 20.50C PROBE THERMISTOR 20.67C
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15 01 76 SALINITY AND TEMPERATURE STRUCTURE

DEPTH TEMPERATURE SaLINITY
TIME 810 TIME 1000 TINE 1210
0.0 23.13 42649 0.0 24.06 454,2 0.0 26416 45944
.2 23.15 425.9 .2 24.02 454.6 .2 25.14 45,0
o4 23.15 424.3 i 23.65 454,7 (3] 24435 459.6
.6 23.14 422.7 .6 23.51 4564,2 .6 23.98 459.1
.8 23.14 421.9 .8 23.42 454,5 .8 23.78 457.9
1.0 23.14 421.2 1.0 23,38 454,3 1.0 23.68 457.2
1.% 23.14 420.3 1.4 23.29 454.0 1.4 23.51 457.0
1.8 23.13 419.6 1.8 23.26 454,3 1.8 23.35 45¢.8
2.0 23.13 418.8 2.0 23,23 53,9 2.0 23.30 457.3
2.5 L23.11 417.4 . 2.5 23.18 453,8 2.5 23.26 457,11
3.0 23.09 416.8 3.0 23,15 454.0 3.0 23.22 457, 4
3.5 23,09 416.0 3.5 23.09 456441 3.5 23.13 45645
4.0 23.05 415.7 4.0 23,01 453,0 4.0 23,03 456.3
8.5 22.73 413.4 4.5 22.89 452.4 4.5 23.01 455,83
5.0 22.69 41242 .7 5.0 22.81 451,9 5.0 22.58 456.5
6,0 22.57 411.8 6.0 22.72 451.0 6.0 22.75 4564.1
7.0 22.40 410.3 7.0 22.58 450.5 7.0 22.71 . 453.9
8.0 22.24 408.8 8.0 22.40 450.4 8.0 22.40 452.1
8.0 22.00 408.2 9.0 22.23 4648.3 9.0 22.40 450.2
10.0 21.59 410.1 10.0 22.10 447,2 10.0 22.10 450.7
11.0 19,37 445.8 11.0 21.25 452.6 11.0 21.59 453.6
12.0 16.70 52445 12.0° 19,49 478.6 12.0 19,66 47649
TIME 900 TINME 1100 TIME 1400
0.0 23.38 452.0 ' 0.0 26,60 452.7 0.0 26,01 448.2
2 23.33 451.9 o2 24.55 452.6 o2 25.73 449,7
4 23.30 451.7 ) 24432 454,9 b 24479 452.3
.6 23.28 451.3 .6 23.98 453,3 .6 24,43 445,7
«B8 23.26 450.3 .8 23.72 454.0 .8 24426 445.7
1.0 23.24 449,9 1.0 23,60 453,54 1.0 264415 445.9
1.4 23.21 448.6 1.4 23.47 454,1 1.4 23.78 44645
1.8 23.138 647.1 1.8 23.32 6v2.5 1.8 23.63 445, 6
2.0 23.16 446.2 2.0 23.26 453,0 2.0 23.57 445,86
2.5 23.14 6645.2 2.5 23.21 453,0 2.5 23.44d 445,9
3.0 23.13 443,7 3.0 23.16 452.8 3.0 23.40 445,5
3.5 23.09 442.4 3.5 23.09 452.9 3.5 23.306 465,3
4.0 22.98 441,11 4.0 22.97 452.2 4.0 23,23 664.7
4.5 22.90 439.0 4.5 22.90 451.7 4.5 23.11 444,7
5.0 22.76 437.6 5.9 22.77 451.1 5.0 23.09 463,1
5.0 22.69 436,'5 6.0 22.71 450.4 6.0 22.34 442.5
7.0 22.56 434,9 7.0 22.61 449,5 7.0 22.77 §42.,0
8.0 22.39 4364,3 8.0 22.42 449.0 8.0 22.60 440.6
9.0 22.18 434.,0 9.0 22.27 447.9 9.0 22.46 439,5
10.0 21.97 432.6 10,0 21.93 448,8 10.0 22.15 442,0
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TIHE 1500

TIHE 1600

.8

NHOOVTENCWVMDIWWRNNF -
e s o © 4 o 8 o v ® o o o o o o o

Ooo0ooO0OQGOOUWOUVMOWO® &+ O

-

NHFOUYONOCWVMEIWWRNNKF =
e e e o e o % o s o o 0 s e o o o

0O0OO0OO0OO0OOOOUVOWOWVLWO® SO

-

26.07
26.04
25.88
25.34
24.55
24.27
23.98
23.73
23.68

©23.55

23.47
23.38
23.32
23.20
23.10
22.87
22.80
22.56
22.44
22.17
21.68
19.43

25.27
25.27
25.26
25.19
25.09
25.09
24,32
23.92
23.84
23.69
23.60
23.44
23.34
23.22
23.13
22.94
22.81
22.60
22.44
22.22
21.76
19.72

450.4
449.5
449.3
450.8
448.3
446.7
446.5
447.1
447.0
447.1
446.7
448.1
448.7
448.7
448.5
447.0
44645
445.8
444,5
444.0
44604
477.2

445.7
445.7
445.2
445.9
445,.1
445,7
444,11
Hh44,.3
443.9
444,.1
443,686
444.2
443.3
443.3
442.9
442.3
441.7
440.8
439.8
439.5
441.0
472.3

TIME 1700

e e ®© e o o 2 o o o o o o o o o o
O0oOO0OO0OOOOOUVWOWVWOWO®+rO

NHOOVDODNOCWVMISSTWWNNKF -

-

TIHE 1800

.8

NHOOVONOC NI ITWWLWNNKH -

Oo0oOOOOCOOOLUVLOVOUVMCx S0

[t

24473
24473
24.73
24,72
24,71
24,70
24.67
24.56
24.31
23.89
23.53
23.39
23.31
23.26
23,21
22.89
22.82
£22.60
22.44
22.17
21.57
19.66

24.39
24.38
24.38
24,34
24434
24,35
24,24
24.20
24,23
23.97
23.73
23.40
23.25
23.17
23.04
22.84
22.81
22.61
22.43
22.10
21.59
19.22

447.5
447.5
447.5
447,5
447.7
447.7
448.0
447.9
447,3
447.7
447.5
447.1
467.2
446.5
445,8
445.9
444,7
4444
442.9
443,1
447.0
473.8

447.7
447.9
447.8
447.6
447.6
447,.5
44B.6
«47.7
447.4
447.5
447.4
446.3
446.5
446,1
446.1
445.7
445.3
444.8
444,0
444,2
447.3
485.3

TIHE <030

TIME 2230

NHFOOVDODNOCWVME PWWRNN K-
Ooo0ooOCcCOOOUVWOWVWOWO®+Tr O

-

.8

NHOOVEODNOCWUVIDWWNN =
® o o o o o e 2 e o s e s e e s =

OO0Oocoo0OO0OOOVWOUVWOWVWOO®+HO

-

23.92
23.94
22.94
23.94
23.94
23.94
23.94
23.92
23.94
23.90
23.88
23.86
23.78
23.563
23.27
23.05
22.78
22.93
22.25
21.96
20.85
18.80

23.74
23.77
23.50
23.80
23.80
23.79
23.79
23.720
23.79
23.78
23.79
23,76
23.65
23.55
23.14
22.72
22.51
22.36
22.0%
21.86
21.3%
17.90

467.7
447.5
447.%
448.1
447.%
447.5
447.5
L37.7
443.1
467.¢
647,64
447.1
44046
447.4
448.6
445,

“eS,z
446, 5
4un,3
44446
455,7
496.1

450.9
659.6€
351.0
451.C
451.0
451.1
450.5
451.¢
451.1
451,11
451.1
430.7
450.6
45C.3
450.6
449.1
448,72
448.3
443.3
448.7
453.2
524.7
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03 02 76 SALINITY AND TEMPERATURE STRUCTURE

DEPTH TEMPERATURE SALINITY
TIME 9lo0 TIME 1105 TIME 1300
0.0 244649 455.8 0.0 26,02 £68.3 0.0 27.50 486.9
.2 24449 45840 .2 25.94 469.0 .2 26492 487.0
oh 24,49 457.9 b 2575 468.7 o4 26403 48846
.6 26,48 459,8 ) 25.23 46845 .6 25.52 487,3
.8 24.47 ) 460,9 .8 25.08 46843 .8 25.41 486.7
1.0 24447 461.0 1.0 24,99 468.6 1.0 25.20 4u5,9
1.5 24440 462.2 1.5 24,66 469,1 1.5 24,77 450.8
2.0 24.34 462,.8 2.0 24,49 468.6 2.0 24,57 4ET7.0
2.5 24,32 463.5 2.5 24.43 468.7 2.5 24,54 405.9
3.0 24.30 463,8 3.0 24,39 468.5 3.0 24,53 456.8
3.5 24.29 464,4 3.5 24.33 46845 3.5 24.51 486,48
4.0 24,22 464.5 4.0 24.32 468,1 4,0 264.46 486, b
4.5 * 24,20 464.2 4.5 24,28 467.9 4.5 26.43 q6L. €
5.0 264,09 464,1 5.0 264,24 467.3 5.0 24438 48647
6.0 23.89 463,54 6.0 24,00 460,54 6.0 264.25 4bb.8
7.0 23.72 463,3 7.0 23.70 444,6 7.0 23,83 46,6
8.0 23,67 462.8 8.0 23.56 42644 8.0 23.76 486,64
9.0 23,44 463,1 9.0 23.46 465,.1 9.0 23.58 486. %
10.0 23.31 463,5 - 10.0 23,38 457.6 10.9 23.29 46644
11.0 22.55 472.5 11.0 22.98 462.6 11.0 22.41 4E7.2
12.0 21,62 488,2 12.0 21.89 479.3 12.0 21,28 431,2
13.0 19.70 562.0 13,0 18.76 573.6 13,0 19.26 502.2
14.0 17,00 637.6 14.0 i 14,0
15.0 16.11 658.5 15.0 15.0
TIKE 93558 TINE 1200 TIME 1405
0.0 25,20 468.8 0.0 26.75 477.7 0.0 28.01 46G.6
.2 24.90 469.0 . .2 26459 477.6 o2 27.71 471.3
oh 24.82 469.2 ) 26.28 477.9 o4 26,46 468.4
X 24.73 469.,0 6 25.67 477.3 o6 25.89 469.6
«8 264,868 469.7 «8 25.38 47643 1] 25.63 469.6
1.0 24 .62 46946 1.0 25.2% 476.3 1.0 25.38 469.2
1.5 26.52 470.0 1.5 24.68°% 476.6 1.5 25.02 469.9
2.0 24.45 469.6 2.0 24,59 475,8 2.0 24,66 69,7
2.5 24.38 469.7 2.5 24456 §75.7 2.5 24,64 59,3
3.0 24437 469.2 3.C 24446 476.6 3.0 24465 459,2
3.5 2%.34 469.5 3.5 24,42 475.8 3.5 24,53 72,7
4.0 24,27 469.7 4.0 24,38 475.6 4.0 24,49 472.4
4.5 24,23 469.6 (3%} 24,34 474.8 4.5 24,46 472.2
. 540 24,16 469.1 5.0 24.30 475.3 5.0 26,43 468.0
6.0 23.96 468.3 6.0 24,09 473,9 6.0 264420 469.8
7.0 23,77 467.4 V0 23.79 473,5 7.0 23.90 467.7
8.0 23.53 467.0 8.0 23.70 472.7 8.0 23.67 467.8
9.0 23.40 46646 9.0 23,51 471.7 9.0 23.53 456,9
i0.0 23.22 407.8 10.0 23,39 471.9 10,0 23434 467.%
11.0 22.79 472.4 11.0 22.98 476.3 11.0 23,13 470.4
12.0 22417 480.1 12.0 22.17 48645 12.0 21.60 499.4
13,0 18.94 574.8 13.0 18.98 590.3 13.0
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TINE 1500

TIHE 1600

cVvoONOCVSrITWWN
EEREEREEEEREERE

0O0OO0OO0OO0OO0OOOOWVWOULWO W

e
[

14.0
15.0

27.68
27.37
26.92
26.61
26.17
25.48
24.95
24.72
24.71
24.67
24455
24.51
24,47
244,43
24,16
23.97
23.68
23.57
23.43
22.91
21.72

29.20
28475
26.92
26.09
25.30
25.16
24.86
24.78
24.78
24.72
24,069
24453
24.48
24447
24.28
23.97
23.72
23.59
23.42
22.84
21.68

472.2
473,.2
473.2
472.4
474.6
473.1
472.9
473.5
473.0
473.4
473.5
473.4
473.3
473.1
471.9
470.9
470.5
470.5
470.2
47647
494.9

465.9
464.9
467.8
465.6
470.6
468.1
468.2
467.4
467.4
46643
450.7
466.6
465.9
466.1
464.6
464.3
463.4
463.0
464.1
470.1
489.5

TINE 1700

TIME 1800

OVDLOC VS WWNNE
© e e 6 e o o o s e e e =

OoO0OO0OOOwWOWUWOWOWO

NHFOOVOD~NCTUVLSTWWN N

Ooooo0O0OO0COOOWOULWOWOWmO

-

—
S w

15.0

27.55
26.40
26.05
25.75
25449
25.41
25.29
25.15
25.08
24.81
24,177
24.67
24,51
24.50
24,37
24,11
23.82
23.71
23.54
22.99
21.60

27.36
27.42
27.42
27.38
27.16
26.37
25.82
25.33
25.06
24.85
24.76
24,63
24.48
24 .47
24.18
23.89
23.69
23.58
23.46
23.03
22.00

473.0
472.8
472.4
472.1
471.9
472.1
471.7
471.9
472.6
472.6
471.8
471.2
471.1
470.7
470.8
470.1
468.%
467.3
467.3
472.8
495.5

472.0
471.5
472.0
472.4
472.9
470.7
471.7
471.1
472.1
471.4
471.8
471.4
471.1
470.7
470.2
468.6
468.3

468.2

467.9

474.1

490.1

TINE 2000

O0OoO0OO0OOOOCOWVWOWOWOWO

o
WRNHFOOONOTUVLLSWWNN -

14,0
15.0

26.31

26.34

26.37

26436
26.33
26.29
25.69
25.25
24.97
24.83
24.73
24465
24.44
24.40
24417
23.93
23.73
23.53
23.42
22.63
21.62

471.4
471.1
470.8
470.9
471.7
471.6
h72.6
470.3
469.7
470.6
470.4
470.2
469.9
464.8
469,3
467.1
468.1
467.2
467.2
477.3
433.1
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05 02 76 SALINITY AND TEMPERATURE STRUCTURE

DEPTH TEMPERATURE SALINITY
TINE 630 - TIME 830 TIME 1030
0.0 24.30 468.8 0.0 24441 470.1 0.0 24.86 £70.7
.2 24.33 469.0 .2 24,43 470.0 0 54 83 AN
.4 24,33 469.0 - __ o4 24444 469.9 " 24.81 a7l 2
.6 24434 46849 .6 24.43 470.0 6 24.81 a71l3
.8 24434 469.0 .8 24,42 470.1 8 74s76 a1
1.0 264434 469.0 1.0 264.43 470.0 1.0 24474 471.3
1.5 24.35 46849 1.5 24.41 470.2 1.5 2470 a71.2
2.0 24.35 468.9 2.0 24.40 470.3 2.0 2468 a70. ¢
2.5 24.35 468.9 2.5 24,40 470.3 2.5 24.63 470.8
3.0 24434 468.9 3.0 24.39 469.8 3.0 24.53 0712
3.5 24,34 468.9 3.5 24.39 . 469.8 3.s. 24.49 a1t
4.0 24.33 469.0 4.0 24.39 469.9 4.0 24.49 W71
4.5 24.34 469.0 4.5 24.37 470.0 4.5 26.47 4708
5.0 24,33 468.4 5.0 24.37 469.5 5.0 264.45 704
6.0 24,32 469.2 6.0 24.34 469.7 6.0 24.41 e70.7
7.0 24,32 468.6 . " 7.0 26,33 469.3 7.0 24.38 4705
8.0 24,07 667.7 8.0 264,13 469.0 8.0 24.05 463.3
9.0 23.53 466.9 9.0 23.59 468.9 9.0 23 .88 0617
10.0 23,31 46649 10.0 23.36 . 467.2 19.0 23.53 aea. 4
11.0 22.89 471.8 11.0 22.77 472.8 11.0 22.76 7.2
12.0 19.00 56645 12.0 21.93 487.9 12.0 21.68 492.5
TINE 730 TIME 930 : TIME 1130
0.0 24,31 466.7 N 0.0 24.57 468.7 0.0 26.10 .
.2 24,33 46645 .2 24.58 469.1 2 2o foee?
o8 24432 466. 6 .4 24.57 469.8 .6 25.60 657
.6 24.33 466.5 .6 24456 469,3 s 25.14 469.1
.8 24,33 46645 .8 24456 469.3 .8 25.05 469.0
1.0 24.33 46645 1.0 24.56 469.3 1.0 74 .98 469 1
1.5 24,%3 467.0 1.5 24.53 469.6 1.5 24.086 689
2.0 24.32 46646 2.0 24.52 469.1 2.0 24180 a6h.1
2.5 24.35 466.9 2.5 264,45 459.8 2.5 24.79 aen3
3.0 24.35 466.3 3.0 24,45 469.4 3.0 2e.174 aoa
3,5 24.35 456.3 3.5 24,41 "69.7 3.5 7462 ez s
4.0 24.34 466.4 4.0 24.41 469.2 4.0 264.58 67,6
4.5 24.34 466.4 4.5 24.39 469.4 4.5 2457 ers
5.0 24.34 466.4 5.0 24.37 469.6 5.0 24.52 7.6
6.0 24.33 46645 6.2 24.35 469.2 6.0 24145 7.2
7.0 24.30 46643 7.0 24.34 468.8 7.0 24.39 GbE. 1
8.0 24.22 465.9 8.0 23.91 467.4 8.0 24.08 465.3
9.0 23.52 463.9 9.0 23,71 467.8 9.0 23.86 eans
10.0 23,33 464.1 10.0 23444 46646 10.0 23.56 co0.3
11.0 22.83 470.4 11.0 22.75 473.7 11.0 23.10 . cee s
12.0 20.83 497.7 12.0 21.54 493.2 12.0 21.79 Berd
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TINE 1230 TIME 1430 TIME 1630

0.0 26.72 470.9 0.0 28.44 472.5 0.0 25.88 - 468,1

o2 26.51 470.3 .2 26,67 469.8 o2 25488 468.7
o4 25.49 471.1 .4 26.09 469.0 oh 25.86 468.8
.6 25.32 470.6 .6 25.80 469.1 6 25.84 468.5
.8 25.17 470.4 .8 25.46 469.7 .8 25.86 46849
1.0 25.07 470.3 1.0 25.30 469.1 1.0 25.78 469.1
1.5 24.91 469.7 1.5 25.05 469.3 1.5 25.74 468.9
2.0 24.88 469.4 2.0 24.95 469.3 2.0 25.56 46845
2.5 24.79 469.2 2.5 24.88 468.8 2.5 25.47 468.2
3.0 £ 24.73 469.3 3.0 24.87 468.9 3.0 25.13 467.7
3.5 24.69 469.1 3.5 24.82 468.9 3.5 24.83 463.0
4.0 24.65 468.9 4.0 24.75 469.0 4.0 24.74 467.7
4.5 24,61 468.7 4.5 24.70 468.9 4e5 24.70 468.7
5.0 24.57 468.6 5.0 24.67 468, 2 5.0 24,67 468.4
6.0 24451 468.0 6.0 24.53 467.9 6.0 24.63 467.8
7.0 24.32 457.1 7.0 24,41 467.4 7.0 24.50 467.3
8.0 24.01 467.5 8.0 24.26 467.2 8.0 24441 467.2
9.0 23.92 465.5 9.0 23.97 465.7 9.0 23.74 465.0
10.0 23.67 454.6 10.0 23.56 465.2 10.0 23.58 455.2
11.0 23.02 409.2 11.0 22.56 475.0 11.0 22.76 471,56
12.0 22.29 478.4 12.0 21.62 491.7 12.0 21,53 49z,2

TIME 1326 TIHE 1530 TINE 1730

0.0 26.10 472.4 0.0 26.87 470.2 0.0 25.88 468.6

.2 26.76 470.9 .2 26.85 469.8 .2 25.90 468.9

.4 25.80 470.6 o4 26.84 470.4 o4 25.89 469.6

.6 25.55 470.3 .6 26.82 470.6 .6 25.89 469.6

.8 25.38 469.7 .8 26,61 469.4 .8 25.88 469.1
1.0 25.24 470.0 1.0 26.20 470.1 1.0 25.88 469.7
1.5 25.C2 469.5 1.5 25.18 469.2 1.5 25,39 469.6
2.0 24.96 468.9 2.0 25.07 469.8 2.0 25.85 459, 4
2.5 24.90 469.0 2.5 25.03 $69.0 2.5 25.70 453,7
3.0 24.81 469.3 3.0 24.56 469.2 3.0 25.59 457.6
2.5 24475 468.8 3.5 24.92 469.0 3.5 25.47 456,3
4.0 24.71 468.7 4,0 24.80 469.1 4.0 24484 469.0
4.5 24.67 468.5 4.5 24.68 469.2 445 244,70 467.5
5.0 24.64 468.3 5.0 24.63 469.1 5.0 24.68 467.7
" 6.0 24.52 467.8 6.0 24.54 468, 4 6.0 24.62 467.2
7.0 24.38 460.1 7.0 24.41 467.9 7.0 24,50 467.4
8.0 24.23 467.4 8.0 24.37 467.8 8.0 24.43 466.9
9.0 23.97 466.6 9.0 23.823 465.3 9.0 23.86 465.3
JON 23.69 464.8 10.0 23.63 466.2 10.0 23.55 465.6
1i.C 22.48 477.1 11.0 22.81 470.6 11.0 22.53 475.1
12,0 21.68 494,3 12.0° 20.92 500.6 12.0 2l.45 4924 4
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TINE 2010

0.0 25.69 46848
.2 25.70 46848
oh 25.70 46943
) 25.70 469.3
;] 25.70 468.8

1.0 25.79 46848

1.5 25.66 468.6

2.0 25.58 69,4

245 25.43 468.7

3.0 25433 468.6

3.5 25.27 468,.1

4.0 25.26 467.6

4,5 25.03 469.3

5.0 24470 468.2

6.0 26.57 467.8""

7.0 24,44 466.9

8.0 24,38 466.9

9.0 24,09 455.9

10.0 23.49 466.3

11.0 22.54 473.8

12.0 21.04 502.3
TINE 2310

0.0 25.31 468.9
.2 25.33 469.2
. b 25.38 460.8
) 25.36 469.0
.8 25.36 468.4

1.0 25434 468.6

1.5 25.35 468.5

2.0 25.38 468.3

245 25436 468.4

3.0 25.25 469.5

3.5 25.16 4608.2

4,0 29.15 467.8

4.5 25,11 4608.1

5.0 24.61 46841

6.0 24445 467.6

7.0 24435 46744

8.0 23.85 465.7

9.0 23.20 468.1

10.0 23.09 467.7
11.0 22.92 468.9
12.0 20.94 502.0

891



v

8

05 04 76

TIME 930

TIME 1030

SALINITY AND TEHPERATURE STRUCTURE

DEPTH

e ® o o & @ & % o = a e e o
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-

———
NN

12.5
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TEMPERATURE

21.03
21.04
21.05
21.05
21.05
21.05
21.05
21.05
21.05
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21.04
21.03
21.03
21.03
'21.03
21.03
21.02
21.03
21.02
21.02
21.01
21.01
20.90

17.65

21.16
21.18
21.18
21.18
21.18
21.17
21.17
21.!?

21.17
21.16
21.106
21.12
21.11
21.11
21.11
21.10
21.10
21.09
21.08
21.06
21.05
21.03
20.87

17.97

SALINITY

514.8
502.9
502.8
502.8
502.8
502.9
503.0
502.8
502.9
503.0
502.5
502.6
502.4
501.8
502.1
£02.0
501.8
501.0
500.9
500.6
50G.5
501.1
507.1

666.3

503.3
503.7
503.6
503.6
503.5
503.5
503.5
503.7
503.7
503.6
50346
503.6
503.4
503.4
503.1
502.6
502.1
502.1
501.8
501.2
500.1
500.6
512.9

6833.1

TINE 1400

TIME 1500

woOoOoOOOOOOOWOWVWOWOWO
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NNEFOOVONOCUT S IWWNN R

12.5
12.7
13.0

woOoOOOOOGLWOVOWOWCWO

[
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12.5
12.7
13.0

21475
21.76
21.76
21.75
21.73
21.73
21.68
21.66
21.61
21.56
21.48
21.45
21.43
21.39
21.36
21.32
21.27
21.22
21.22
21.20
21.17
21.08
20.78

19.26

21.76
21.77
21.77
21.76
21.77
21.77
21.74
21.68
21.64
21.57
21.44
21.414
21.34
21.27
21.26
21.26
21.21
21.17
21.16
21.15
21.13
21.06
20.84

18.74

497.8
497.9
498.0
498.2
498.2
498.0
49844
497.7
497.5
497.4
497.6
497.4
497.6
497.9
497.7
497.0
497.0
497.0
496.7
496.6
4956.5
499.2
512.7

629.6

499.4

499.7
499.5
499.4

499.4
499.1
498.7
499.1

499.0
498.4

498.8
498.8
498.9
498.0
498.4
498.2
498.1
498.0
497.7
497.5
497.4
500.6
503.4

617.2

TIME 1600

TIME 1845

o

HFO VDN USPTWWNNKE -
R
wOoOoocoooowowowvouw

-
. .

-
~n N
.

12.5
12.7
13.0

21.76
21.76
21.77
21.78
21.76
21.78
21.78
21.76
21.65
21.57
21.52
21.38
21.28
21.30
21.27
21.24
21.22
21.20
21.21
21.19
2l.14
21.10
21.06

19.23

21.38
21.39
21.39
21.40
21.41
21l.44
2l.44
21.41
2l.44
21.44
21.43
21.47
21.45
21.35
21.28
z1.28
21.24
21.19
2l.16
21.15
21.11
20.99
20.76

499,3
499,5
439.6
499.5
499.4
6499.3
499.1
469.4
469.0
49E. ¢
453.7
493. ¢
493.4
498.2
498,1
497.7
497.2
497.2
437.1
437.1
4G55.3
490.E
699.1

629.7

500.1
499.8
500.2
499.¢6
499.6
499.0
499.2
499. 4
439.3
493.3
433.2
LE2-
438.6
499.0
498.9
499,2
498.2
496.8
496.8
497.0
497.4
49¢€.9
506.1
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TIME 2030

TIME 2200
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18.16
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21.32
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2l.32
21.32
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21.33
21.33
21.35
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21.29
21.26
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21.23°

211l
21.05
20.93

20.21
19.93

497.1
497.0
497.4
497.1
497.0
497.0
497.0
497.0
496.9
496.9

496.6 -

496.4
496.4
496.5
496.1
496.1
495.6
494.9
494.5
495.0
495.6
496.4
498.5

653.0

498.0
498.2
498.5
497.9
497.6
497.5
497.5
497.7
497.6
497.5
497.3
497.0
497.1
497.0
496.9
496.7
496.5
498.4
496.2
495.5
496.3
496.6
499.0
530.1
561.8

AR W G

TINHE 2350
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200

OVDNOCVMSTSTWWRNN K- M
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12.3

2l.22
2l.26

"21.27
21.29

21.30
21.29
21.30
21.29
21.29
21.30
21.30
21.30
21.31
21.32
21.30
21.31
2l.20
2l.26
2l.24
2l.23
2l.14
21.10
21.05
20.18

19.83
18.0¢

21.18
2l.18
21.21
21.20
2l1.22
2l.23
21l.24
2l.23
21,22
2l.23
€1.23
21.23
21.22
21.23
2l.23
21.24
2l.23
2l.27
2l.26
21.24
2l.15
21.14
21.09
¢0.64

49840
497.6
497.5
497.3
497.2
497.3
497.2
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497.2
497.2
497.1
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437.0
497.2
496.5
496.7
49644
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542.9

554.2
658.7
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500.4
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500.3
500.5
500.4
J00.4
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498. 8
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TEMPERATURE (C)
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A5 Computer Plots of Measured Temperature Profiles.

Date and times for each symbol are as printed
on the plots. The last profile of each plot
appears on the next plot for comparison.
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TEMPERATURE (SC )
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TEMPERARTURE (C)
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"TEMPERATURE (C)
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TEMPERATURE (C)
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TEMPERRTURE (C)
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TEMPERATURE (C)
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TEMPERATURE (C)
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APPENDIX B: PROGRAM FLOWCHARTS



PROGRAM FLUX

READ

Butk transfer
coefficients

Y

COMPUTE

Roughness lengths and
associated parameters

- ]

il A
READ

Time, meteorological data

Y

COMPUTE

10m Neutral
Drag Coeffiecient

Cpn10~ f (speed)
COMPUTE

3 & 4m Neutral Coefficients
Con3CpnaCrwN

Y

Set actual transfer
coefficients to neutral

)

COMPUTE

Density
Vapour pressures
Specific humidities
Virtual air temperature

\

[ Set counter !

182

RESET
L, countar

Too many
iterations?

COMPUTE

Fluxes

Y

COMPUTE

Friction velocity
L from (2.9}
Cp from (2.42)
CHW from (2.41)

J

Bl

N

Flowchart for Program FLUX

Bl.1




®

|
COMPUTE

Rig from {2.43)
Rigfrom (2.42)

)

WRITE 5
Time, L, 2/L,
Rig's. Cpa. Crw

183

]

Recompute fluxes
for z/L. = z/L{max)

|

WRITE 6
Time, Fluxes,
Friction velocity

¥

WRITE7 .

Time, Neutral fluxes,
Neutral friction velocity

No All data

processed?

B1.2




PROGRAM LAYER
[ START J

y

READ

Start and End times
Timestep
Checktimes
Universal coefficients
Physical constants
Solar extinction coefficients
Initial WML structure
Grid spaci .g

i

L.oad the temperature and
salinity grid arrays
S/R LOAD

\

Convert start, end and check
times to model time,

ENTRY START
S/R TIMES

Y

INITIALISE

Reporting time
Integration timesteps
WML parameters

184

B2

Approaching new flux
interval? Deepening/retreat
change imminent

Minimise
steplength

Entraining too
fast/slow?

Halve/double
steplength over
specified range

Compute average
fluxes for
current timestep
S/R FLUX

o

Flowchart for the Model LAYER

B2.1




Sat integration
end time

First
time
through?

Determine the
thermocline position,
Resat Tyy p and Sawn

S/R STEP

oy

185

) 4

Heat all gridpoints
with solar shortwave.
{WML heating
recomputed {ater}

Tompute temperature and
salinity gradients immediately
~ below thermocline

5/R SOLAR

Compute g R 3

S/R SIGMA

Has surface
heating dominated
turbulent mixing?

RESET

ToLp S0
WML velocity and advection

\

iterate for a new
reduced WML depth by
Newton Raphson method.
S/R NEWTON

1

Sotve WML equations
by Runge Kutta method.
S/ MERSON

1

Updam {emperature and salinity
arrays with npew WML values,

i

PRINT
{ntegration umestep valuas
Computed
mateorological
fluxes




todel time = checktime?

PRINT

Full description of WML,
Temperature and salinity grid
at specified interval,

Y

Reset checktime

No

186

Layer deepening?

Yes

Compute interface
pressure gradient due to
advection of WML.

Pressure gradient
> stress?

Exciude Th from WML
momentum

tnclude Tpin WML
momentum

10 minutes
gone by?

Yes

PRINT
WMLsummary

|

1

PRINT
WML summary

No

Endtima reached?
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SUBROUTINE LOAD
READ

Height, temperatura and salinity
for several specified fevels.

¥

L.oad temperature and salinity arrays
for given grid spacing.
Compute temperature and salinity
gradients below thermocline,

Y
Compute initial value
for Ty p and SOLD'

SUBROUTINE FLUX

READ
2 Records:
Time, Meteorclogical parameters
1 f
Has modeal
Reset start

proceeded past
current met. interval

meteoroiogical record

Y

READ
End met. record for
new intervat

P Reset model
integration time

Interpolate in mel interval
1o obtain average met, values
for current timestep

ENTRY IFLUX

interpolate to obtain
instantaneous met, values

il

\

Compute stability corrected fluxes
from met. values and model
WML temperature
S/RTURB




SUBROUTINE STEP

Compute new
thermocline position.

188

Same grid
interval?

Reset T . SgLp
to ‘remembered’
values.

Thermocline
retreated
upward?

ToLo- SoLp
assume WML

values.

One grid
point entrained?

ToLDSoLp are
T, S prior to
entainment.

STOP

More than one grid
point entrained

SUBROUTINE SOLAR

Heat all gridpoints from the
bottom up by computing
divergence of shortwave

radiaticn at each level,

FUNCTION QDASH

\

{heated} Tg) 1y

Compute temperature and szlinity
gradients using SOLD and new

B2.5
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SUBROUTINE SIGMA

Compute shortwave absorbed
in WML

FUNCTION Q

Compute Integral of shortwave
penetration profile aver WML

FUNCTION QQ

Compute W':’

Compute Cy~u

\

Compute q‘?'

ENTRY NEWSIG

C‘vc:mpuuafﬂ_'3 for use in
dk
Newtan Flaphson iteration

SUBROUTINE NEWTON

4

Compute q“3

S/R SIGMA

Y

3
Compute ES:.

df
ENTRY NEWSIG

3

Compute new §
via Newton Raphson
method.

fteration
converged?

Too many
iterations?

Reset %
new £

B2.6



SUBROUTINE DIFF

Compute instan taneous
values of
aTand AS

S/R JUmpP
surface fluxes

ENTRY IFLUX

Has
fayer retreated

190

this timestep?

Compute
instantaneous

q#

\J

Computeg—sv dEs
dt dt

If deepening
has just reco d

is it firmly established?

dus

Compute ﬂ
dt

4T
dt

dSs

dr

SUBROUTINE JUMP

Interpolate over timestep for
instantanecus values of temperature and
s2linity below the thermocline (T 154)
above the thermocline (T n.Sg p}

Y

Compute the instantaneous
temperature and salinity gradients

)

Compute the temperature and salinity
jumps across the thermocline

B2.7



SUBROUTINE TURB

First
time through?

READ
Measurement heights
Transfer coeffivients

COMPUTE"
Roughness lengths and
scaling parameters

Y

[ Initialise coefficients l

Correct transfer coefficients for
speed and measurement
height

COMPUTE
Density
Vapour pressures
Specific humidities
Virtual air temp.

®

B2.8
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¥

l Set counter

S——

192

!\
L e
Camn

Has

Yes

iteration converged?
felop=tyew

RESET
L, counter

Too many
iterations?

COMPUTE
Cp from (2.42
Cpjwy from (2.43)

COMPUTE
Filuxes

COMPUTE
Friction velocity
L from (2.9)

I

iN

—

COMPUTE
Latent heat flux
Friction velocity

B2.9
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APPENDIX C: PROGRAM LISTINGS



10

194

PROGRAM FLUX(INPUT'QUTihT.ThPflcTﬂpfs'TAPEGvTAPC7)
REAL LK
INTEGER HH

DATA 73426/3.044.0/ .
DATA CHwN10sHLIPsCP9GsK /" 0013592485.41013.25¢1010.99,R10.41/
DATA CH®WIM¥X9CCaMX/,002404,00148/92ZLMAX/=0,99323/

REWIND 1

REWIND 5

REWIND 6
READ(1410) IDATE
FORMAT(16)
RE&D({1s10) NI
WRITE(Ss10) [CATE
YRITE(S+10) NI
WRITE(6+10) ICATE
WRITE(G910) NI
WRITE(7410) ICATE
WRITE(7+101 NI
WRITE(Ss121)

12 FORMAT (/12X s 2TIMERs10K 2L 207Xa22/L% 16X 0 2RIBCEI6X 9 2RIBUATX,

13

20

$FCDAZ 16X 2CHUIZY/)
WRITE(6413)
WRITE(7413) .
FORMAT (/92X o 2TIMEZeSX e £STIESS2 42X o 2SENSIBLEZ 94X e 2LATENT 296X
CFEVAP 2 3X02FReVEL#0/7012) (2N/M2292 (OX0#n/M22) 46X 92MN/FR2Y
®6KsEM/S2y /)
COVMPUTE ROUGHAESS LENGTHS
CON10=0,0013 .
20=10,0/(EXP(K/(SQRT(CNNYI~Y )Y
25210.0/(EXP(K2K/(CHWNICeALOG(10,/720))1))
Gl=ALOG(10./20C)
G2=ALGG(1C./2S}
GI=ALOG(23/2S)
GS=ALOG(23/20)
G6=ALOGt24/20)

PRINT ©9% 20925¢G1=G6 #427+¢2S+61 9621639654166
DO 100 I=1sNI

READ(1,420) HHoMM UsATsWTeoH
FORMAT {5X+21246F10.2) B
: wIND SPEED A7 2ND LEVEL
U3=U?G5/G6 .
NEUTRAL 19M ARAG COEFF.
IF(U.LE.S.) CCN10=,001
IF(U.GTe5¢) CON10=(1,040.n78(11=5,1)/1000,
INITIALISE CREFFICIENTS
CON4=CDM10®(G1°G1)/(G60GE)
CON3=CDN10#(G1°G1)/(G5¢G%)
CHWN=CHWN10e{C1#G2)/ (G506
CDa=CDN4
CD3=CON3
CHW=CHWN : , .
PRINT @92 U3=2,U3,2CONG1CrNI+CHWN 2+CDN4 9 CONI s CHWN
ATPOSPHERIC nENSITY
D=14294%273,./(AT+273,
PARTIAL WaTlEo VAPOUR PRESSURE
Tlele~373.16/(AT+273,}
[T2=1-373416/(WT42734)

ES1=SATVP(T])
El=(RH2ES1)/100.
ES2=SATVP(T2} : )
SPECIFIC MWUvIDITY
Qz0.662/P%E])

VIRTUAL &1f TEMPERATURE
TV (AT+273.12(1,40,61%n)
PRINT #12 DsES11ELsES2.00aTeTvV #9DsESIIELIES240Q0AT TV

Cl Program FLUX

Cl.1



oo

oo

oo

o0

25

39

A4S

-50

99

120

100

FLUX COMPIjTaTION/ITERATION
ZLo=u,
1COUNTx]
GO TO 3¢

CONTINUE

IF(tABS((2L=2L0)/ZL))aLTen,9001) GO Tn 50
ZLo=2L

ICOUNT=ICCUNTS]

IF(ICCUNT.GE.SN) STOP 2TCn MANY ITEVATIONS2

HeCHW#DOCPeU30 (wT=AT)
WxCHWeDeYJe0,£62/P9 (ES?=ET)
S=CD4epeysy

FRICTION VELACITY
UX=SART(S/D)
1IF(ICOUNT.NE,.1) GO TO 45
HN=H
wN=W
SN=S
UXN=UX
HLFXN=WNeHL 21000,
EWN=%Ne3600,
¥eCoLENGTH
L=-DoUX&UX2UXeTV/ (K8GO (H/rpen 610 (ATa273,)8W) )
RECOMPUTE TRatSFER COEFFICIENTS
2L=24/L
P4=PSIM(ZL)
C=SQRT (CON&)
CD4=CDN&4/(1,4CDNAS (P4®Pacs, 2K0P4/C) / (KPK))

ZL=23/L

P1=PSIM(ZL)
P2=PSIHwW(ZL)
C=SQRT (CON3)

195

CHW=CHWN/ (14 +CHWN3 (P19P2-v8P2/C~KOP19C/CHWN) /1% 2%))

GO TO 25

COMPUTE BULK RICHARDSUN NO,S AT LEVEL 23

RIB1=2L® (KeC/CHnN=P2)/((X/C=P1)®(K/C=P]1))
U3=U®(G5=P1)/iGE=P4)

PRINT #3# CORRECTED U3= 2,U3s2 wa #aw

PRINT 999kHsMMy ICOUNT

FORMAT (/+5Xy21292  NO. CF ITEPATIONS 2413ws//)

RIB2=G8Z3/TVe (AT=WT+0.h)19TVe (n,562/F0(E1=-ES2)))/1'20U2)

WRITE(5,110) FHMMsLs2L+6781,R182,C04,CHV
FORMAT (2X121242%16F10,5)

JF(ZL.GT.2LMAX) GO TO 118
H=CHw3MXe02°CPaUJ® (WT~AT)

W=CHW3MXe0oU3804662/P® (ESP=E])
S=cD4MXxeDeyUcU

CONTINUE

HLFX=WoHL®1000,

EXM=W®3600.
UX=SART(S5/0)

WRITE(69120) RHIMMsSyHIFLEX9EwUX
FORMAT (2X9212492X+F1045+2F10,2+2F1049)
WRITE(7+120) FHoMMySNoHNamLFXNSEWNUIXN

CONTINUE
ENDFILE S

ENDFILE 6
END

Cl.2



o000

oo

(s NeNel

20
21
22

25

30

10

20
21
22
25
30

196

FUNCTION SATVE(T) -

COMPLTES SATURAT?ION VAPOUR PRESSURE IN MR
SATVP=1013,254EXP {T®(13.2185.70 (=] ey750+T0({=0e6445=1,29947})}))
RETURN
END

FUNCTION PSIM(ZL)
REAL K .
DATA KyAsP1/0.4195.003.1415927/

IF(ZL.LT«0.) GO TO 10
IF(ZL.GT«0,) GO TO 20

PSIM=0,
GO TO 30

X=(1e~16,%2L)4%0.25 .
PSIN=2,2ALOG((1e4X)/2:) *2 0G({11e¢X®X)/2,)=2.,2aTAN(X)*F /2,
GO TO 30 ’

IF{ZL.GT.0.5) GO TO 21

PSIM==A®BZL

GO TO 25

IF(ZL.GT.10.) GC TO 22
PSIM=0,5/(ZL®ZL)~4.25/7L=7,004L0G(2L)~0.852
G0 T0 25

PSIM=ALOG(ZL)=0.7692L=12.793

CONTINUE

RETURN
END

FUNCTION PSIHw(ZL)
REAL K _
DATA K4AsP1/0.4195.093.1475927/

IF(ZL.LT.0.) GO TO 10

IF(ZL.GT«0.} GO TO 20

PSIH®=0,
GO TO 30

XZ(1e=164%ZL)%20.25
PSIHA=2.#ALOG({1.+X®X) /2,)
GO TO 30

IF(ZL.GT.0.5) GC TO 21

PSIM=<A®ZL

GO T0 25

IF(ZL.GT.10.} GO TO 22
PSIM=0,5/(2L®ZL)=6,25/7L=7,004L0G(2I.)=0.852
GO TO 25 )
PSIM=ALOG(ZL)-0.76%2L-12.1n93

PSIHw=pSIN

RETURN
END ~

C1.3
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PROGRAM LAYER{INPUT cOUTPLT  TAPE I =6a s TAPERmbA s TAVES b4, TAPEG TAPHT

1 TAPES)

MODEL OF YTHE EPTLIMNION MIXENG IN & MEDIUM SIZE RESERVOIR.

10

15
20

25

START OF L00P

100

121
122

102
193

EXTERNAL OIFF
LOGICAL OKJPRESS

REAL INT

INTEGER DODOyrHOIDOD1sHRILCD (20} +CHIZN) 4CM{20)

COMMON /WML ZZH s ZL s TS5 1US 8% S Ha TTI+ TTCLO» JOLD» TULD s SOLD¥T 1,816 21
COMMONSTRUCT /T {2000 5 {2nmoDy

COMMON/FLUXZAL6) s INT8RB (s)
CQHMGN/?AQ&N/CioCZ‘C3!C“-CSOALQBQCP'DQAIIBI’A21821A3183
COMMONZUNM IX/AFLAGsMFLAG.0GRAD

COMMON #JUNP /5T ySECEND#GRIN

COMNON/COUNT /1 COUNT s ADVECT o Ww s TIHE

DATA ICOUNT NFLAG,N/Tvoel/(MFLAG/O/YLFLAG/DY
DATA IBOMBPRESS/0e4FALSE, Z1PGRAD/ D0/
DATA STsMODT/ 010,/

REWIND
REWIND
REWIND
REWIND
REWIND
REWIND

W~ O YT RS e

ENTER BATES AND TIMgS

READ{1,5) DDDOsHHO s MMO4DORTyHHE MY LsDELT,NCHECK
FORMATI{Z2{2X+15s1X+212)432,F5,2+15)

READ(1,10)

(CO(J) 4 CHLJY o O (JY o du) NCHECK])

FORMAT (I1Se1Xv212)

CALL START(DDDOHHO +MMn)
CTIME=TIMESICO (1) 4CHL2Cu LY
ETIME=TIMES(OOD1sHHIsMM1Y

ENTER INITIAL WWL PaRsvgTERS PLUS OTHER CONSTANTS

READI1415) TSySSvES US Zr ZLNPTSGRID TINT
FORMAT{2FB.34F8,843F8,3+15,F8,3,15}
READ{1,20} ClsCErC31CH,CE AL (RWLP D

FOPMAT (3F8,4)

READ{14251)

21eBlsa2¢82.23,83

FORMAT (6F10.4)

LOAD THE TEFPERATURE ANA SALINITY GRIUS
CALL LOADINPTSGRID)

INITIALISE PARAMETERS
TIME=TIMES (DDCOvHHD vMMa )
ITIME=TIMEZTINT =1
SECINT=DELT/H.0
ISTEP=pELT/8.0
INT=TSTEP/60.0
SINT=DELTS0,00005

ZLoLD=71
HaZH=2L

ADVECT=0.0

COMTINUE

IF(ICOUNTEGQ.L) GO TO 101

CHECK COMPATIRILTY OF DEFPENING PATE,INTEGRATION RANGE A
GRID SPACING. HalVr OR DOURLE INTEGRATION RANGEs
1F(LFLAG.En, 1) G0 TO 121
IFLCCTNEXTTINEI#6N ) oL TenELT) GO TD 122
IF {¥W,LE40,0.ANC,MFLAG,EG p) 60 TO 122

GO TO 104
LFLAG=p

TSTEPapDELT®0.125

60 70 103

IFLTSTEPWGT, (0.959DELTY) ap TO 102

IF E(ZLOLD=2L1,6T. (0.2%5RINn)) 60 TO Lo02
TSTEPeYSTERCTSTEP
G0 70 103

IFLTSTEPLLT.(0.15*NELTY) ~0 TO 163 i
IFC{ZLOLO=7L) «GT 4 (0,8%GRIN) ) TSTEP=TSTEP#0.5

INT=TSTEP/60,0 '
IF{SECINTSGTLISTEPY SECIAT=TSTEP
2L0L0=7L
TIMERTIHMESINT
c2 Program LAYER

2.1

conynl
agoyie
gaoiav
000736
gonjao
000750
anoyeD
000176
0007 AN
£0039¢
000700
ceozly
000229
o030
000340
000350
Ca0s60
goosTL
¢n0389
£eo290
00700
000310
go0q2e
0a0a30
000440
000459
600360
000370
¢0080 -
900390
000400
000410
00042y
000332
£00s40
000450
000460
q00a70
000480

000290
000500

‘co0ely

0g0s20
000%30

.padsace

800550
foos6n
000570
0060280
000530
600400
00010
000620
000430
Cotad0
000450
000850
00070
00080
000490
0003700
2400710

0003720
0003730
000740
600750
0003760
200370
006284
000790
000000
g00al0
000220
000030

000840 .

000R5N -
000pb0
800a70
[ ER
000p%0
400e00
000810
400c2t
000530
40040

00050

00060
000470



198
Cc 000cnt
c CO¥PUTE INSTANTANENNS vLTECKCLICAL FLUXES £00ean
CALL FLUXESIICOUHTATIMEswaApTeSToTNERT) 001A04
SECENOaST*TSTEP cnlaly
c RESET ENTRAINED GRIN Fr[NT VALUES 0nla2y
IF (1COUNT.NE.1) CALL STEP(gRIN) 901030
c . 001nsl
c SOLAR SHORTWAVE HEATI\A OF ALL GYINPOINTS 00lase
CALL SOLAR(TSTEP,GRID) 001AK0
c c0la7g
c CCFPUTE SIGMA (ENTRaIAVWENT POWER PARAMETER) 00laAy
CALL SIGMA(WW) B cola9u
c 1S THE LEVEL OF TKE STTLL eVE+ 00lyo00
IF(WW,GT.0.,d) GC TO 40 001710
IF{ES.LT«1.0E=10) GO Tn 3q 001720
ES32xSART{ESPES*ES) 0017130
DECAYza ((wwW=(C2+4CIVPES3I2) yH) aTSTEP ) 001740
IF(DECAY.LT.(0.S%ES)) GO 10 an G01150
PRINT 38, TIME ES,OECAY 001760
38 FORMAT(/ySX2TIME 24F1lnel,2 ES#.E12.392 DECAYZ,E12.3) onlim
c 001180
c TKE HAS DECAYED TO. 2ERn ITERATL A NEw H, 001796
39 T(JOLD1)=TS 001300
S(JOLDs11=SS - 001510
US20.0 001520
ES=0.0 0nl330
ADVECT=0,0 001340
CALL NEWTCN 0013550
NFLAG=] 001360
IF(H,GT,0.05) GG TO 40 001370
H=0.05 001280
2L=ZH"H 001390
c 001206
c 001410
C  SOLVE wWM_ EQUATIONS BY RUNGE KUTTA METHOD 001420
c 001130
40 CALL NERSI(ST-SECEND'G-O.nUOl.SECINT'SINT 040K OIFF) 001540
IF(0K) GO TO 128 001250
. PRINT 1274 TIME _ _ 00160
127 FORMAT (//+SX2#TIMESTEP DIVISINAN LIMIT REACHEO AT #4F10.19//) 001470 |
FRINT as2 ST=2ySTy2 cECEND=24SECEND 001280
SToP N : 0011290
¢ . 00100
178 IF(2L.LE.GRIO) STOP#MIXER TO ROTTOM OF LAYER? 00110
WRITE(79976) TIME,WWIES+SECINTsSECEHD 00ls420
876 FORMAT(SXsF12.142E12,342F5,0) 001&3¢C
c UPDATE GRIC VALUES 001360
H=ZH=2L 001z5¢
J1=2L/GRIO 001460
Jl=Jle2 ’ 001270
JJ=ZH/GRID 001280
NNENNES : 001290
D0 130 J=Jl+JJ : 001200
T(J)=Ts 00lely
130 S(J)=Ss 00lc20
c . 00130
IF (NFLAG.NE.1) GO TO 133 001c40
TJUMP=0,0 : . 00leso
'SJUMP=0,0 -o0nle6l
GO TO 134 0nle70
133 CALL JUMP (SECEND » TJUMP 4 SYIiMP) 00180 |
C  PRINTOUT FULL GRID STRUCTURF AT TIMES SPECIFIED N 00l&9c |
c - 00le00
136 IF((TIME=CTIME).LE.(=0.627NT)) GO TO 200 00lelo
WRITE(61137) CO(MN)9CHIN) acMINY o TINE 0nlg20
137 FORMAT (1H14///715Xy2MODEL AROFILE FOXR DAY A TINEZ4I4slx,212,3X. 001430
12M00EL TIME#+FB8sl92 MINS.#) 00140
WRITE(6+138) ZHoZL 4 HeTSeSQ,ES,US 001450 |
138 FORMAT(/9SX0#2ZH=2,F6e3431,22L=21F6e343Xs#H229F6.393Xs4TSu®,FS, 2.3xcnl;60 ;
19#sS= :.Fe.z-ax.sesza.exo.a.ax.xus 24F6.4) 00147G
WRITE(6+1139) TJUMP,SJuup 001480
129 FORMAT (/9SXe2TJUMP=#4Fhe2,3X12SJIUMP24F6,29//,6Xs 001£90
1#HEIGHFT#95X s 2TEFPERATURE, Xy 2SALINITY2) . 001700
2=9.0 . 001710
DO 160 K=13JJ94 oolzae
WRITE (/91500 29T (K)sS(x) 001730
150 FORMAT (4X+F643310X9F5e24SxsF6,2) ) 0013740
160 2=2+4,0°GRID i 001756
HENs ] 0o0l76”
IF(NsGT.HCHECK) GO TO Snn 001770
CTIMEETIMES(CG(N) 9 CH(N) oCr (M) 0013A0

c2.2



LaXel

0

(e X2 Xal

GO0

199

COMPUTE THERMOCLINE Y{; T OVER dnk IF LAYER IS DEEPENING

200 IFINFLAG.EDLL
ADVECT=ALVECT

TILT=ADVECT® 0,

} GO TOH 244
«HIUSETSTFR
a2

DIMENSIONLESS DENSITY juMp

DELRHQ=ALETIY
PRESS €RaD

¥p
TENT #8HD0  OuE

OPOX=9,R1#DELRHGOTILT/1 000,
COMPARE STRESS aND pRFgg aRADJENT

IF A lpl oA (8)

IF(PRESS) 235
210 PGRAD=Z,4CPDX

LFLAG=Y

PHESS®, TRUE.

PRINT oy

GO 10 235

215 I1F(PRESS) 220
220 PRESS=,FALSE.
PGRAD=g,
PRINT w42

235 CONTINUE

}.GT.OPOXY €n
v2lo

PRESSURE GRaD

v 235

R IKM RALF

Tn 218

IENT ON AT #sTIME

PRESSURE GRADIENT OFF &T #4TIME

PRINT & SUMMARY WHEN LAYER pEEPENS

XRITE(S249)

TIME¢2Hs 2o, TS

P SSIUSTES WMy TUUMP y SJUMP s FGRAD

240 FOPMAT{IXvTFS.342E124342F0,2,F12.3)

GO 10 300

PRINT A SUMMARY WHENEVER LavYER PETREATS

250 WRITE(5.255)

TIMELZRe 2 0, T

Se8SUSPET UKy TJUMP  SJUMP

255 FORMAT{IXsTF9.39281243,2F6,2)

300 CONTINUE

PRINT FLUXES
FL3=A (3122500
FL6=416)70,03

000
43

WRITE(B4270) TIME,ALL) A3 ) vFLIA(R) 1R (514FLE
270 FORMAT(3F10.1,F10,592F10,1.F1,5)
RESET MOQEL PARSMETERS ANQ pHECY TIME

IF{MFLAG.EG,]
GO ¢ 280

350 LFLAG=]
IFLZLOLDWGET. 2
60 70 390

380 MFLAG=NFLAG

390 NFLAG=Q
IF{LETIME~TIM
ICOUNT=ICCUNT
GO 10 100

THATS IT FOLKSv

500 ENOFILE §
 ENDFILE 6
©ENOFILE 7

ENDFILE 8
PRINT $10+1C0O

» AND, NFLAC.E

L) 60 TO 38¢

E?.LT.INT) ]
.l

UNT

,0) GO TQ 350

Ta 500

510 FORMAT (//15X,2F INAL 1COUAT= #.18)

END

2.3

gnlyan
a6lp00
ggleio
0nlp2e
a03rde
0olnso
001850
LI ELAY
001870
calann
00lasy
golg00
00lgio
gola?n
40lc30
60lasd

a01¢50

enla6l
gnle70
60la80
¢gleat
oo2p00
gn2alv
Q02720
¢g2n3cC
00En40
062asu
Q02nhke
002a70
002480
002a9¢
002700
6027110
002720
602732
002740
002150
0021460
002770
062180
602190
002200
602510
ve2s20
002330
062340
602350
602360
¢a2ata
0602780
002590
02300
402410
682120
002330
602340
002350

00216¢C

002370
002480
002394
go2400
602410
002520
002430
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SURROUTINE DIFF{TIME,YnOT)

SUBROUTINE CONTAINING -THE C,E.eS FOR SOLUTION

19

50

AS

OIMEN3SION YDOTI(6) _
COMMON/WML /OUMMY (6) sHe TT1 . TTOLO9JOL s TOLD,SOLCeT19S1921
COMNON/OES/2Zre2L 9 TSsUS+SS,ES
CUOMYON/PARAM/CNICFICEZCSfLoal 989CP0

COMMON/FLUX/A(6)

COMMUN fUNNIX/NFLAGyMFLAGsOGRAD

COMMON/COUNT/19AOVECT sumenTINE

DATA CC1/0.333333333/+6/9,81/

HE2H=2| .
COMPUTE INSTANTAHENUS FLU'XES
CALL IFLUX(I,CUM1TIME.SCUMyDLIM2)

HAS LAYER RETREATED.
IF (NFLAGW.AE.1) GO TO So
YOOT(2)e04.0
UE=0.0
YOOT(4)=0.0
US=0.0
YOOT(6)=040
ES=0.0
GO TO 20

COMPUTE TEMP A SAL JUMPS A7 ROTTOM OF wML

CALL JUMP(TIME»TJUUMP,S junvp)
COMPUTE SURFACE INPUT pOWER
CALL SIGMA (wW)

TKE FLUX )
IF (ESeGTe0,0.CR.WW,GTo040) GO TO 45
NFLAG=] .
PRINT ey ENERGY OECAYFO AT TIME #RTIME
ADVECT=0.0
GO TO 19
ES32=SQRT(ES*ES®ES)

COMPUTE THE DERIVATIVES

30

31
32

15
20

YOOT{2)=CFeE532/(CSPUSeUSsBaGeHeSJUM P AL eGrHT jU'RES)
UE=YOOT (2) .

YOOT(6) e (wwW=(CF4CE)2ESI2) /H

CONTINUE

IS HIXING ESTASBLISHED WELL ENOUGH TO INCLULE SHEAR +
IF (HFLAG.EQ.1) GO TO 15
YOOT(4)=(A(6)#A(6) +USPUF JH=-PGRAO
GO TO 20
YDOT(4)=040
YOOT (1)==A(3) 3
YOOT(3) = (TJUMPOUE=1.0/(D#CP)® (A(1)+A (2) *A(S) A (4)®

1(1.=C(2L+2H))))/H

YOOT (5) = (SJUMPOUE +A (3) @SS /H

RETURN
ENO

C2.4

.002p80,

Y E
0024%%
0ngte
002¢ ¥s
0024F:
0Nn2abs
co2ukh
00261
002&§:
0023
002k4%
]
002aki:
00275
002%8¢
0n2a4k
00240%
0024l%
002484
002436
00244
00245¢
0024kt
0024t
00248¢
002491
00276¢
00271%
00277¢
00233
0023746

002354 ,
002760 |
002770

00278

00299t

002R0¢8

002410
002s2¢

002,30 |
002a40

002450

002560

002n7V

002296
002200
002ctu
002520
002c30 |
002640
002450
002960
002570
002680
002690
003000
003410
003420
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SUBRJUTINE LOADINPYSGRIE)

403n3¢
003a4n

SUBROUTINE To LOAD ALL GARIC POINT VALVES (TEMP a SiL} FROM SPECIFIENCA3ASu

10

11
12

20

27

30

50

60

INITIAL STRUCTURE,

DIMENSION HT(Z20) s TEMP (20) (SAL t20)

COMMON/WML /ZH e ZL e TSsUS«SSESeheTT1sTTOLD s JOLDs TOLDsSTLD9TEeS142)

COMHON/STRUCT/T(2000) +512a00)

READ THE SFECIFIED INIvIAL STRUCTURE
READ(1¢10) (HT(K) $TEMP (K} (SAL tK) sK®1:NPTS)
FORMAT {FS5e2,2F1041) .

IFLEOF (1)) 11,12 b
STOP #EOF IN INITIAL STRUFTUPE FILE?

1IF (HT(1) JNE.0,0} STOP #INTTIAL STRUCTURE SPECIFIED INCORRECT#

LOAD THE GRID

2‘6-0

Jrl

K=l
2ZHH=2H40,019GRID
G0 TO 27

IF(24LE« (HT(K+1)+40,01%GRIp)) GO TO 30
K=K=+1

IF{Z.GE.2L) GO TO 20
TOASH={TEMP(Kel)=TEMP (X)) s {HT(K+1)=HT (K))
SDASHz {SAL (K+1)«SAL (K} )/ iuT(K+1)=nT(K))
GO TO 20

T(JI=TEMP(K) ¢ {2=HT(K) )/ (FT(Ka1)=HT(K) 3B (TEMP (K +1)=TEMP (K))
S(J)=SALIR) #t2=HTIK) )/ (HT (K+ 1) =HT(K)) @ (SAL{K+1)=SALtK))
JuJel

227+GRID

IF(KeEQ.NPTS) STOP #TOQ manNY POINTS LOADED®

1F{2.6T.2ZkH) GO TO S0

G0 TO 20

K=K+l

J=J-1

PRINT 603J¢K

FORMAT(/¢5Xt114e#¢ GRID POINTS LOADED FROM #¢lasz LEVELSZ2)

RESET WML EASE TEMP a gal
Ju2L/GRID
J=Jsl
T(J+1)=T{J)+TCASHeGRID
S(J+1)=S{J)+SCASHGRID
JoLD=J

RETURN
END

€2.5

0n3a6U
0034570
00348¢
003a9¢0
003j0u
0n3y10
0n3yan
003730
003740
003750
203760
003770
00378¢
003790

003300
003310
003=2¢
003530
003340
00335¢u
003560
003570
003380
003530
003300
003110
003220
0n333v
003240
003350
003260
003370
003280
003290
003400
003310
003520
003230
00334u
003456
003460
003370
003230
003550
003500
003516
00320
003c30
00384y
003550
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SUBROUTINE FLULXES(I+ToTMicT THEXT)

SUBROUTINE TO CCMPUTE METECROLNGICAL FLI'XES BY LINEAR IATERPOLATION
BETWEEN KNOWN VALUES.

DIMENSION F(2,46)9FT(2)
INTEGER FCoFHoFV .
COMMUN/FLUX/A (6) ¢ TINT R (S)
COMMON/WHML/ZZH 2L TS

FIRST TIME THROUGHs READ IN KNO¥N FLUXESe

IF(I.NE41) GO TO 10

B0 6 Kale2

READ(24+5) FODsFHoFMe (F(K9J) ¢J=125)

FORMAT (15¢1X921295F10.2)

IF(EOF(2)) 344

STOP 2EMPTy FLUX FILE#

FT(K)=TIMES(FDsFHyFM)

CONTINUE

TNEXT=FT (2} e

IF(T«GE.FT(1)) GO TO 1p

PRINT 7,TsFT(1)

7 FORMAT (/95X12VODEL TIME#,£10.1+# PRECEEDS FIRST FLUX RECORD ATz,
1F10.192 MINUTES?)

oW Ww

STOP
INTERPOLATE FOR FLUXES WITHIN THE CORRECT INTERVAL
10 IF(T.LT.(FT(2)+0.001)) GC TO 30
FT(1)=FT(2)
DO 15 y=1+6

1S F(leJV=F(2:J) .

READ(235) FDsFHeFMy (F(20J)yJ=1+5)

IF(EOF (2)) 16417
16 STOP 2INSUFFICIENT RECNRCS IN FLUX FILE#
17 FT(2)=TIMES(FCoFHyFM)

TNEXT=FT(2)

ST=0.0 , .

GO TO 10 N

30 IF(1eEQel) ST=((TATINT)=FT(1))*60.

DO 40 J=1,5 ) .
40 B(JI=F(19d) o ((T=TINT/2,)="T(1))/(FTL21=FT(1) )8 (F(29J)aF i14J))
WHERE B1=SPEED1BZ=ATEMPIR33R,H,+84=Le%e IN1BS=Soh, IN

GO TO 200

ENTRY IFLUX
DO 50 J=1,45 . ) -

50 B(J)=ZF(19J) ¢ (TM/604)/(FTI21=FT(1))*(F(20d)=F(14J))

200 CALL TURB(I)

60 A(3)=4(3)/(1000.

A(6)=4(6)°0,0343
QL0=5,669E~B90.964 (TS+273_ys0s
A(S)=0LO0+E (4)
Ata)=8(5)

'
i RETURN
_ END

C2.6

0n3ch(
cadett
003<Hn
003s54¢
003#90

‘003410

003428
103430
003440
003450
en3x60
003,70
0Nn3480
003490
003700
003710
003320
003730
003340
003550
003760
003370
003780
003790
0032C0
003al¢

003429
003530
003540
003a50
003060
003a70
003RA0
003590
00300
003g10
003620
003530
003940
003g5¢
003g60
003c70
003gARN
003550
004000
004010
004n20
004030
004040
004050
004060
004070
004480
004090
004700
004710

. 004720
£ 004730

004140

004750
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SURROUTINE STEF{GRIM

SUHRQUTINE TO RESET WML aASF TFMP A Sl VALUES To FACILITATE

10

30

S0

COMI'UTATION OF GRANTENTS RELOW THE =ML

COMMON/STRUCT#T(2000) +<582000)
COMMON/WML/ZHeZL s TS+US+SS £S5 M TT1+TTOLDs JOLDsTOLD9SOLDsT14S1021

JsZL/GRID

Ja sl

IFtJ«EQ.JOLDY GO TO 10

IF(J+6GT,JCLDY GO TO 32

IF(JeEO4 (JOLDw1)} GO TO Sn

STOP #ENTRAINED MORE THAN | GRIDPOINT2

TtJ+1)=TOLD
S{J+1)=S0LD
RETURN

JoLo=J
RETURN

JOLD=J
Tidel) 2T
S{Js1)aSl
RETURN
END

SUBROUTINE SOLAR(TINTIGRIR)

SUBROUTINE TO INPUT HEAT TO ALL GRIDPCINTS FROM SOLAR SHORTWAVE

20

RADIATION ABSORPTION

COMMON/FLUX/A(6) .
COHHON/NML/ZHvZLQTSOUSQSS:ES'HcTTlOTTOLD.JOLD.YOLD'SOLD'TI'Sl.zl
COMMON/STRUCT/T12000)+45{2000)
COMMON/PARAM/L19C20C39C44C504L1BoCP DAl R1422:H20A3,4B3

TT1=T(J0LO)
TTOLO=T(JOLD*}1)

HEAT ALL GRIOPOINTS FRCv THME BOTTOM UP

JJ=ZH/GR1D

Jdsdded

D0 20 J=1l¢JJ

25 (J=1)°GRID

T =T(J)=TINTRA (43 20DASK Zv2H) /(D*CP)
COMTINUE

T1=T(JOLD)
TOLO=T {JOLD+1)
S1=S(JnLD}
SOLO=S (JOLD+*1)
21=(J0LD=1)*GRIO

RETURN
END

SUBROUTIHNE SIGMA (wWw)
SUBROUTINE TO COMPUTE THE SURFACE INPUT PCWER

COMMON/FLUX/A (6] .
COHMON/PRARAM/Cl3C2+4C34Ch47Goat +BeCP10,A1,481,442¢B2,43,483
COMMON/WML /ZH 2L 9 TS4US 4SS 4ES,HeTT1,TTOLD ¢ JOLD+TOLD,SOLDsT14S)s21

HI={A({12A({2)+A(S))+al4) e (].0eQ12Lv2H) ~QQ{ZHsZL))
N9=(9,81#AL?H)Z/{D2CP)*HO~ (9,91 %R} ®A(3)*535
WAs{W94(CloA{E)) 903)

RETURN
ENTRY NEWSIG

THIS SECTION COMPUTES THE CrRIVATIVE ©F SIGMA USING THE PREVIOUSLY

STORED VALUE CF H9,

WAzAL#G,81/ (DRCP1® (=HY=A (412 (wGDASH (2L $ZH) #HIGQ(ZHo2L) =2.0%
10(ZLsZH)) ) eB*G,B814A(3) 0S5

RETURN
END

c2.7

LW
€047y
nnayan
C0479r
00650u
Cn651n
004770
604330
004240
00455
CNashu
004270
004580
006790
0044020
404110
00622¢
0n4430
0044940
004450
00466
004270
004380
0042391
0046200
00431C
00420

004430
004440
004450
004260
0044570
004,80
004290
004€00
004530
004220
006430
004560
004550
004560
004570
00480
004=5¢
004400
004410
006420
004430
004440
00445C
004660
004¢70
004480
00649C
004700
006710
004720

£04730
004340
006750
004760
004770
004780
00439¢
004500
004a10
004020
004730
004549
004pr50
004p60
004p70
004280
004590
004g0U
00410
0044a20"
604030
006340
004950
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SUBROUTINE NEwTOH

SUBHOUTINE YO ITERATE A& NPY SOLUTION FOR ZL SUCH THAY SIgMA = Qe

USES A NEWTOH RAPHSON PROCEDURE,

COMMON WAL/ ZHe ZL 3 TS+ US. S8 ESeHeTTLaTTOLD s JOLOSTOLD+S0LNsT1451421

DATA ACC/0.00057

1=}

‘16 CALL SIGMA(FZL)

CALL NEWSIGDFZL)

ZLNEwsZL-FIL/CFZL )

1F (ASS ({ZLNEW-ZL) /2L 3VLE . 2CC) GO TO 20
I=1+]

IF{1.GE.50) STOP #T00 MANY ITERATIUMSH
ZL=ZUNEW

HEZH=TL

G0 YO 10

20 ZL=TLNEW
H2ZH=21
RETURN T
ERD

FUNCTION TIMES(DeH M}

- FUNCTION TO CALCULATE HMODEL TIME (MINUTES AFTER START).

INTEGER Dot
TIMESSMeb0e (H+248D)~5T
RETURN

ENTRY START

§TuMebpd (HeZs D)
TIHES=5T

RETURM
£ND

FUNCTION G(ZeZH} N
FUNCTICN FOR FRACTION OF SHPRTwaVE FPENETRATIING TO 7,
COMMON PARAM/C19C24C31C4 4 6, AL B CPI0 AL 4BY4A2,B2483487%

X®2=IH )

O=AL¥PEX(B14X) ¢A20PEX{R2ax )+ 2898PEX(BI WX

RETURN .

END - o
FUNCTION QDASK(Z+ZH)

CALCULATES C0/0Z FOR HEAT ABSORPTION CALCULATION
COMMON /PARAM/C13C20C33C0 4051 AL+BCP DAL 1B1A2,B82443+823

X=z~2H :
/QUASHRA1#B1PPEXIB, X) ¢A29pP2ePEX (B2 X) »A3 503

Jouasr ’ 2 +X) «A32BI*PEX (B3 4X)
END

FUNCTION QQ{ZrsZL}

FUNCTION INCORPCRATES THE INTEGPAL OF SHORTWAVE OVER THE WML,

COMMON  PARAM /€1 sC2¢CIsCa2E508L,B4CP DAL ,;B1+A2,B2,43,5B3

X=ZL=ZH

Q0z=2,0/%8 (A1/7B1% ({o=PEX{RTs X1 JepAL/RIN (], =PEX{B2sX))
1A3/B3% (1,~PEX (83X} 1)

RETUAN

ENp

FUNCTION PEX{EX}

COMPUTES EXPORENT IF ARGUEMENT NOT TOO SHALL
yxgeX
TFIYGTe=2%,) 60 T6 10
PExX=l8.q .
RETURN
10 PEx=ExpyY)
RETURN
ENQ

C2.8

004nby
c0%q7e
004c8Y
G04qon
265500
005716
005020
005530
te5aen
86S5a50
a05a60
005874
goSane
£05490
205700
005110
¢05720
LSRN
aesisl
108150
a0536l
305170
cosian
005150

005300
¢0531¢
gn5z2¢0
805230
005240
005350
005360
005270
005280
005390
005100
005410
905320
005130
205140
465480
408960

005370
805480
005190
005200
£05410
005520
805530
0054A0
005250
005460
805470
005280
8055960
005500
6o5s10
605520

. ¢05z30
- Q05640

005£50
005860
005570
005580
065890
005600
605610
005620
005430
00540
005650
005&60
805470

UOSfﬁO

005«90
00510¢
9053710
go5920
865730
405740
BoSIS.
405360
605370
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FROM KUELL
BEEING & C

PURPOSE a

PARAMETERS

X ©
XEND =

Y

N =
ACC =
21 =
HMIN =
JTEST =

acaed THE FolLLC
LOgICAL OK
oKX =

IN THE FOLLOWINE way 006330
JTEST = 1 » 0K x .TPUE, ALwAYS, co62a0
JTEST = 0 v OK = LFALSE. LF THE STESLENGTH pECGMES TOO 006350
SMALL [SEE DESCaIPTION FUR GTEST). go6s€y
DIFF & USER SUPPLIEN SrBROUTINE FT3 THE CALCULATION OF THE cnaavu
RIGHT HAND S1Dls DF TRE SYcYEH NF DIFFERENTIAL EQUATIONSONBZ8D
{1.E+THE FIRST pROER DERIVATIVES)CALLING SEOUENCE £0639¢
CALL DIFF{X+wsF) y WHERE 006200
X © THE CURRENT VALYE OF THE ARGUMEAT 006410
W = AN ARRAY WITH TWE ELE™ENTS WKIX)sK=I1(1)pn I1.E, THE 606120
FUNTION VALUES FOR wHTCH THE DERIVATIVES ARE TC BE (06330
COMPUTED, 0061240
F = AN ARRAY wITH THE ELEMERTS FRUX1ak=1(1IN (WE HAVE 006450
FRAXIEFK (X euw Xt swZiX) vpeesaWNIX))] TO 8E COMPLTED 006360
BY OIFF Akp RETURNED TC MERSON, 006470
THE CHOSEN NaME FOP DIFF ~UST APPEAG IN AN EXTERNAL 006480
STATEMENT IN Tre PROGRAM CaLLING HERSON, 006390
. GB6L00
THE ARRAYS N THE COMMON nLOCk BELU* aRE OMLY USED INTEANALLY IN 006sl0
HERSCN {AND DIFF} AND aRE TO FREE DI3ZPOSAL OUTSIDE MERSON. 606s24
THE MAXIMUM HUMBER OF EGUATIONS wrICK May BE INTEGRATED ARE 100, 006430
THIS NUMBER HaY RE CHANGED BY CHANGING THE DINENSION IN THE C05280
COMMON BLOCK EELOW ACCORCINGLY. 006450
00bL 60
DIMENSION Y2(6)4A16) 4B (6] ,Fle) 00637u
006580
COMMON/WMLYZ Y (&) 006590
COMKON/DESZ Wi(6]) 006%00
00610
PZERC 15°A NUVMBER WITH A waGMITUDE OF OROER EGUAL TO THE NOISF’ 00620
LEVEL OF THE WACHINE I.E, IN THE RANGE OF THE ROUNDING OFF ERRORS,006630
0nbcbn -
DATA RZERG 7 1.E-13 / . : 006650
- 00BanT
CHECK NUMBER CF EQUATINNS.EQUAL OR LESS THAN ioo. ao&@?g
gn6eR
IF (N.gTs100) 60 TO 86 086594
. 006400
OK=, TRUE, - 064,10
0n6ea20
SToRE INTERNALLY PARAMFTYEpS IN LIST 0n6e 30

205

HERSI (X4 XENNON yACC s HoHP T gTEST s OK4DIFF) 0n%750
" NS0y

RY NO D 208, ORSADL

- £a5aio

RSICN JULY 1871, nasSe?i

005236

ON CF MERSON 15 a4 MODIFICATION OF THE PRDOGRAM REQEIVED 00%ad4n

ER COMPUTER INSYALLATION BORNAY,THE #AIN DIFFERFNCE 0n%as

HANGE OF THE TE«T FNR STEPLENGTH KALVING, 00Sp6d

anSaTu

onsann

STER BY STEP INTgGeaTion OF A& SYSTEN OF FIRST ORDER n05a920

DIFFERENTIAL EQLATIDNS 3NSe00

) 005q10

DYRIXI/DX=FK(Xy¥T (X aY2(X) soeaeerYN{X)) 4 Kalll)IN gnss20

005230

WITH AUTOMATIC rRROP CONTROL USING THE METHCD DUE TO cnScai

MERSON. 005450

005c60

60570

0nSaqRC

START VALUE FOR THE DOMAIN oF INTEGRATION (INPUT PCINT). 005290
END VALUE FOR ThE nOMAIN UF INTEGRATIUM (OUTPUT POINTI, 00£A0D
ARRAY CONTAININR THE QEFEMIENT VARIARLES,woEN ENTERIMG anbalo
THE ROUTINE THE FURCTION VA{UES YK({X)eK= 111;u AND WREN  00&AZ0
RETLRNING TO Trg cALLING FROGRAM THE COMPUTER FUNCTION 006330

VALLES YK(XENDI,K=111)N, 006460
THE NUMBER OF C{FFEEENTIAL FOUATION,EQUAL OR LESS 1g0. 006050
PRESCRIBED RELATIVF ACCULMICY (70 BE OBYAINEL FOR ALL qg6nhY
FUNCTION VALUES IN THE AHWay Y, 0neg7L
INTTIAL STEPLEARTH, 606ART
ABSCLUTE VALUE afF MINIMUM STEPLENGTR wANTED, 006790
TEST PARAMETER ELATED TO THE STEPLENGTH IN THE FOLLOww 006100
ING WAY, 006110
JTEST = 0 + IF FURING THE CALCULATICN ¥E GET ag6i2v

ABS (M) ,LT.HMIN (BY REPEATED HALVING OF THE 666130
STEOLENGTHY» THER AN ERRCA MESSAGE 15 PRINT- 006140
ED,cK SET EGUAL TO ,FALSE. FOLLCWED gY RE- 0067150
TURN To THE CALLING PFOuRAM, 006160
JTEST = 1 v CHECKINR 88 FOR JTEST=r4gUT THE CALCULATION r0677Y
wWilp CONTINUE «1TH THE F1rSD STEPLEWGTH HMINGNGTBD

WING LINE INGERTED R,J.¥RIGKT 26/02/74 TO ALLO¥ OMOILATCO6TIG
006300

A LCGICAL VARIaalE #HICH IS5 SET EGuaL 70 WTRUE, WHEN EN.ODBEZLD
TERING THE ROUTENE.,THE VALUE LATER 1S DEPENCING OF JTES STGR63220

€2.9

.
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00ha

MuzN 006y
DO ] KslohN _ oﬂbﬁ
W(K)=Y(K) - - 006a7
=X - 0064 #:
ZEND=XEND 0006488
HBCC=ACC 004%
ZMINSHMIN 006
ITEST2JUTEST 006
S =H 006
ISwWH=0 006
00b7®
HSV=S 006145
IF (HSV,GT«RZERO)GO.TO 4 006
PRINT 3 - . . 006
FORMAT (# 4oeao SURROUTINE MERSON = STEPLENGTH LESS THAN RACHINE Ranne
IUNDING ERROR LEVEL ocesey) C068
STOP onepis
COF = 2END = 2 n06aRs
IF (ABS(S).LT.ABS(COF)) Gn TO 8 00653h
S=COF . 00684
IF (ABS{COF/HSV).LT.RZERC) GO TO SO 006a%
ISWH=l 006pkE

IF ISWH=1 THEN S TS EQUA{ Ta MAXIM'IM POSSIBLE STEPLENGTH
WITHIN THE REPAINING PART OF THE DO“8IN OF INTEGRATIOA.

DO 10 K=1sNN

YZ(K)aw(K)
HT=,33333333333333+*S

CALL DIFF(ZsF)

2=7+HT

DO 20 K=1sNN
A(K)=HT#*F (K)
W(K)=SA(K)*YZ(K)

CALL DIFF(ZyF)

D0 22 K=1+NN
AlK)=e50A(K) .
W(K)=,SeHTaF (K) +A(K)4Y2(K)

CALL DIFF(Z+F)

2=2+¢+50HT

DO 24 K=1sNN

B(K)=4,58HTeF (K) .
W(K)=a25%B (K)o 752A(K) & Y2 (K}

CALL DIFF(Z,yF)

2=74,50S

DO 26 K=1sNN
A(K)=2,#HTeF (K)sA(K)
W(K)=3,#A(K)=B(K)eYZ(K;

CALL DIFFI(ZsF)

DO 28 K=1sNN o
B(K)z=,S8KTOF (K)=B(K)42. %4 (K}
W(K)aW(K)=B(K)
A(K)=8gS(S,*BCC¥ (K1)
B(K)=ABS(2(K))

IF (ABS(W(K)).,LE.RZERO) Gn TO 28
IF(B(K) +GT,A(K)) GO TO 60
CONTINUE

REQUIRED ACCURACY OBTAINENH FOP ALL CCMPUTED FUNCTION VALUES.

IF (ISWH.ER.1) GO TO Sa

TEST IF STEPLENGTH DOURLING IS POSSIBLEs

DO 42 K=1NN

IF(B(K}4GT, o031254A(K}) a0 10 2
CONTINUE

S8S+S

GO TO 2

CALCULATICN FINISHED.REPLACE THPUT FUNCTION VALUES #ITH THE FUNC= 007a%%
TION VALUES CCMPUTEN FNR THE QUTPUT POINT XENG.PEPLACE INPUT STEP-00T7:b1 -
LENGTH H =ITH NEW COMPUTER STEPLENGIH, 6

HaxSV

X=2

DO S2 K=x=1¢NM
Y(K)3W(K)

-

C2.10

C0aTed |

006475
0064
006p&:
0063908
006alé

00607%
006q36 |
00634t
00666
006ant
0064979
006504
006q9¢
007408
00706
007920
T 007038
007a40
007450
0076
007470
007080
€0749¢
007104
007710
007126
007730
‘0077140
0077150
007160
00776
0077180
007190
007506
007210
007320
007530
007548
007350
007560
007570
007580
007390
007200
007410
007432h
007330
007440
007156
00740
007374
00748y
00728¢
007500
007210
00TaRy
007230
00744

007470
0075
00749
00708
0071t

00730

it
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RETURN
REQUIRED ACCURACY NOT OBTAINED.

&0 COFs.508 .
IF (ABS(COF).GEJZIMIN)Y /O 1O RO
IF (ITESTWEQ.0)} fO 10 g4

JTESTe{ CONTIAUE WITH CONGTANT STEPLENGTHM EQUAL HMIN,

SxZMIN

IF (HSV.L1,.0,1 S=nS

IF {ISWH.Eq.ly GO 7O S50
GO TO 2

00 CALCULATIONS RELATED Te HAL VING nF STEPLENGTH,
80 DO B2 K=lsnN
82 WiKI=YZ(K) o

Iny=S

SaCOF

1SwH=10

60 10 2

JTEST=g AND ABS(S5) JLT.HMIN,PRINT ERHQR MESSAGE,SET OKa ,FALSE« AND
RETURN TO CALLING PROGRAP,

84 PRINT 88 ¢ ITEST » S » ZVIN 4 Z
0Ks,FALSE .
60 T0 50

86 PRINT 90 » N
sToP

88 FORMAT (//¢5X,31H0o8s SURRCHTINE MERSON ERRON ##8y2X,8HITEST = 4129
12%¢4HM = 1EL2,Ss2XsTHHMIN = JE12,517X08HX = 1£12.54//)

1EATER THAK THE MAXIMUM NUWBER OF EWUATIONS PERMITTED.//)

END

SUBROUTINE JUMP (TIMEsTJUNE S 11MP)
SUBROUTIKRE TO COMROUTE TEwP AMD Sall JUHPS BELOW Kkte

COMMON/JUNP /ST, SECEND AR 1R
COMMON /WML /ZH 1 ZL TS 1US 55, ESeHe TTI» TTOLD» JOLDSTOLD» 5210 1,51421

TE=TT1+(T1=TT 1} {TIMEXST) S (SECERDST)
TAsTTOLD* (TOLC~TTOLD) #¢{TInE-81) /{SECEND-ST}
TOASH= (TA-TB) /GRID
TJUMP=TS-TB~TLASH® (2L=7])

SOASH= (S0LD-511/6R1D
SJUMPE§S~51«SpASH® (ZL~21})

RETURN
END

€z2.11

gn7san
607450
onTss
gaTeTe
00TER0
90790
007,00
goTelt
00770
90723¢
coYe40
007450
607460
007,70
QnT£BY
0NTL£9n
0n7700
go731u
007320
007330
007746
407358
007360
607579
07780
nO7390

0072930
0710 -

¢0T7p20
0675230
007p40
007050
eu7r6d
007470
gn7gAn
00750

007500 .
50 FORMAT (//915X¢31beas SURRCLTINE MERSUN ERRQR #2044H  Nxylé41Xs55HGROO7GIC °

$07e2u
867530
00764¢
s0755n
su7560
007570
0780
007590
008700

‘Qo8atlc

008Bp20
£08a30
0085480
008450
008460
¢08n7Y
toBaBy
608,90
008700
008710
008120
08T 30
0nBIA0
008750
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SURROUTINE TUKB(ICOUNT)

SUBROUTINE TO COMPUTE FLUXES FROM MET DATA
REAL LK ‘
COMMON/FLUX/HoHLFX 9% oR6 s AS UXs TINTIUsAToRHeB4 RS
COMMON/WML/0UNM] oDUM2 4 W T
OATA HL¢P+CPsGsK/2465¢41013,250101C0:9h14041/
DATA ZL0/0,0/4J0G/0/

IF{ICOUNT.NE.]) GO TO 15
1F (JOG.EQe1) GO TO 15
JoG=1
REAO(1+10) 23424 9CHWN1QsCrW3MXsCOAMTLZLMAX
FORMAT (6F10.3)
IF(EOF (1)) 11412
STOP3# EOF IN TAPE1-OETECYED IN S/WK TyRB#

COMPUTE ROUGHAESS LENGTAS
CON10=0.0013 ..
20=10.¢/ (EXP (K/ (SQRTICONTAY Y)Y
25310,0/(EXP (KOK/ (CHRN]1D®ALOG (104/2Z0))))
G1=ALOG(10,/20)
G2=ALOG(10,/25)
G33AL0G (23/2S)
G5=AL0G(23/20)
G6aALOG(24/20)

INITIALISE CrEFFICIENTS

CON10=0.001
CON4=CQMN10°(G19G1)/(G59G4)
CON3=CpN109(G12G1)/ (G50GS)
CHWN=CHWN10® (G19G2) 7 (6=2G1)
CO04=CDNS
€03=CDN3
CHA=CHWN

CONTINUE

wIND SPEED 8T 2nD LEVEL
U3=U#G5/G6
- NEUTRAL 18M nRAG COEFF.
IF(U.LE.S5+) CCN10=.001 .
1F(UeGT,5.) CCN1O=(1e740un7®(11=5,)1/1000,
CON4=COM10®(G19G1)/ (G6uGk)
CON33COM10®(G19G1) /(G586
i BTVOSPHERIC REMSTTY
D21+294%273,/(AT+273,.1
PARTIAL WaTfo VaFOUR PHESSURE
Tlele=372,16/(AT+273.)
T2=z1.~373.16/(WT273,)
ES1=SATVP(T])
El=(RH6ES1) /100,
ES2=SATVP(T2) A
] SPECIFIC KUVTDITY
020,662/P%E1 v
VIRTUAL ATR TEMPERATURE
TVa(ATe272.)9(1.+0.61%0)

- FLUX COMPUTATION/ITERATION
NCOUNT=1
GO TO 30

CONT INUE

IF ((ABS((2L=2L0)))eLTane02} GO TO S0

2Lo0=2L

NCOUNT=NCOUNT 1

1F (NCOUNT.GE.15) STOP 2TCn MauY ITEZATIONS IN SR TURBjz
RECOMPUTE TRANSFER COEFFICIENTS

2L=24/1L

P4cPSIM(2ZL)

C=SQRT (CON&) .

CO4=CDN4/(]1,+CON&®(P42oP4as 8x9P4/C) 7/ (KOK))

2LaZ3/L

Pl=PSIM(ZL)

P2aPSIHW(2L)

C=SQRT (CON3) -

CHW=CHWH/ (1, ¢CHaM® (P19p2.xoP2/C~KSP L8C/CHWN) / (K*K) )

HaCH®opoCPalle (wT=AT) B
MuCHA®NPUI0,662/P% (ES2=ET)
SwCDaspsU*U

c2.12

0087 AN
cnayre
00814y
008790
00R200
008510
008352¢
008530
008240
COASSNH
008369
00R37C
00858y
008590
008100

‘008418

008420
008330
0081340
608154
08460
008170
008280
008190
€08300
008310
008420
008231
008540
008550
00860
008270
0083R0
008380
c08c0¢
008510
008528
008530
008c4h
008259
008660
008c78
008c8Y
00859¢
008400
008rl0
008420
008430
008440
008450
008¢e60
008,70
008¢RY
€089
008370¢
0083710
008720
00873¢
008740
008754
008760
008770

008781
00879
008a0¢
008n1E
008424
008a3¢
008a4f
008256
008abi
008aT}
008pak
0080948
008408
008g14
008g2Y
008q3¢
008g4y
008g56
00BchE
0nBaty



<
[
[+
45
c
59
C
118
C
<
[
c
c
[
[
[o
C
c
[
c
10
C
20
21
22
25
c
30
¢ ;
[
¢ i
<
c
c
o
10
[
20
21
22
25
<
30

TUX=SIRTUS/DS
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Fﬂ:grxpi vELrCITY

FolWLENGTH
LE=DAUXSUANUKETY/ (K26 (H/rmeg, 018 (212270, )01}
ZL=23/ ’
G0 10 25 -

CONTINUE

IF(ZL.GT+ZLMAX) GO TO 118
HECHRIMXPLHCPEYI O (WT-AT)
WaCHASMX aloli3a0.6627P% (ESo.E1)
S=CDurx =0yl

LONTINUE

HLFX=zWaHL*1000,

UX=SGRT(S/0)

RETURN
END

FUNCTION SATVE(T)
COMPLTES SATHGATION VAPOUR PRESSURE IN M8
SATVPa] 013, 250EXP (T2 {12,3185,T (~1:9760+T2(=0,6645-1,2990T)}))
RETURN
END

FUNCTION PSIM(ZL)
REAL X _
DATA K,A4P1/0,6145,093,1418927/

IF(ZLeLT»0.) 6O TO 10
IF{ZL.GTW0.) €0 TO 20

PSIM=0,
GO TO 30

X=(1.-16.92L) 990,25 o 3
PSIM=Z , 2 ALOG ({14 +X) /24148 061 c+XPR) /24 1m2oRATANIX)*P1/2,
60 T0 as

IF(ZL.GT40.5) 60 TO 21

PSIH==anZL

GO TO 25

IF(ZL.6Ts10.0 6C TGO 22 .
PSIM=0 5/ {ZLP20L) =4,25/7L-7,008L06(ZLY=0,852
60 70 25 .
PSIM=ALOGIZLI~0+7627L 12,493

COHTINUE

RETURN .
END

FUNCTION PSIHw(ZL)}
REAL K - g -
DATA KyAsP1/0.4195,093,14715%927/

IF{ZL.1T«0,) GO TO 10
IFIZL.GT+04,) GO TD 20

PSIHA=Q,
GO 10 30

X={la~i6e®ZL1900.25
PSIHW=2,PALOGI ] eX2X) /2,
GO0 70 30

1F(ZL.6T.0.5) GO TO 21
PSIM==peZL

TGO 10 25

IF(ZL,6T«10,1 GC TO 22 )
PSIME0,S/1ZL P70 =6425/71«7,08AL06(2L)-0,8%2
G0 10 25

PSIM2ALO0G(ZLY=0.76%2L 12,493

PSIMAspSIM

RETURN
END

C2.13

COHaRy .

CoBgR0
Co9n00
enanla
£09020
009a30
tn9aen
609250
009nhkY
009n78
009aR0
409580
cn9700
¢n9j10
C09120
009130
gn9yan
009150
0n9yee
605170
0n9780
009190
069500
0093 1C
t0932¢
009730
009340
009550
0069560
20957¢
009280
6093290
0091200
60941¢
059320
009330
009240
009250
009460 |
809479
[T Y
00990

099300
0n9i1u
009520
609230
NS940
809256
4095560
009: 7%
009480
009390
009:00
gogsll
009c2¢
009530
089840
00SR50
00956C
60970
009=a0
009590
009400
009410
009420
009630
00%¢cb0
809,50
009s60
00970
LR
009310
006300
009710
009320 _

009330 .7
069740 .7

069750
609760
609770
go978n
00975u
onvaco
80910
00920

40930
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APPENDIX D: MODEL RESULTS
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2,00

DEPTH LYETRES)
8,00 8,00

Nid

12.00

130

DEPTH (HETRES)
N s,

000

Dl

TENPEPATLRE (O

.00
DATE 15 01 76
TIME 810
K4 %
28.00 2. 2.0

DATE 15 01 76
TINE 1000

i
x

1

Measured and Modelled TemperaturevProfiles 

DATE
TIHE

24.00 2%.00 2500 27.00 2.00

16 01 76
s00

11¢
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