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e Evaluate emissions and ambient air pollution standards in the Western Australian context, including
the need for amended or supplementary legislation.

¢ Develop methodologies for reviewing the environmental impact of new and established air pollution
sources.

e Develop and evaluate methods for the identification of sources of air pollution.

1.3.2 The Structure of the Study
(i) Organisation

The Kwinana Air Modelling Study was conceived as a co-operative exercise with contributions from
Government agencies, academic institutions and Kwinana industry. To this end, an Air Poliution
Prediction Policy Group was formed in 1976 with senior representatives from the Department of Public
Health, the Commonwealth Bureau of Meteorology, the Department of Industrial Development, the
State Energy Commission and the Department of Conservation and Environment. A representative
from the Town Planning Department later joined the Policy Group. The overall aim of this body was to
guide the development of expertise in WA by which practical air quality management of industrial areas
could be undertaken on a routine basis.

The Policy Group set itself a charter which focused on the development and refinement of air dispersion
modelling techniques at Kwinana and identifying those areas of the State where further work should
take place.

In order to initiate the first part of this task, the development and validation of practical air dispersion
models, the Policy Group set up a Technical Working Group (TWG) to plan the Kwinana Air
Modelling Study. The KAMS Technical Working Group was made up of representatives from the
Clean Air Section of the Department of Public Health, the Commonwealth Bureau of Meteorology, the
Department of Conservation and Environment, the Department of Industrial Development (later the
Department of Resources Development), the State Energy Commission, Murdoch University and the
Western Australian Institute of Technology.

Day-to-day co-ordination and execution of the study was carried out by a Core Group consisting of a
small number of staff from the Department of Conservation and Environment and the Department of
Public Health. The work of this group was supplemented with contract work undertaken by the School
of Physics and Geosciences at the Western Australian Institute of Technology and occasionally by the
School of Environmental and Life Sciences at Murdoch University. The Technical Working Group was
regularly informed of progress in the study and suggestions were discussed at TWG meetings. In
practice, 1t was found that direct contact between participants was preferable and, after the first few
years, formal TWG meetings were not needed until final compilation of the report.

(i) Components

Activities in KAMS were concentrated in four main areas: aerometric data collection, industrial
emissions data collection, data management and analysis and mathematical model development and
validation (Figure 1.2). A comprehensive account of these activities is set out in later chapters and a
brief description is given below.

Aerometric Measurements

Meteorological and pollutant parameters were measured continuously at a number of sites in the study
area. In particular, two instrumented automatic base stations were operated for the duration of the
study.

In addition, more detailed meteorological and pollutant dispersion data were obtained from four
intensive field experiments conducted at Kwinana.

Emissions Inventory

Industry at Kwinana provided data from which a high quality sulphur dioxide emissions inventory was
compiled. The excellence of these data enabled sulphur dioxide to be used in the validation of the
mathematical models developed for the study.









Sulphur Dioxide

Sulphur dioxide (SO») is a colourless, pungent, irritating gas. About 60% of SO, is emitted by natural
sources such as volcanoes and the oxidation of hydrogen sulphide by bacteria. Man-made sources of
SO- arise predominantly from the combustion of fossil fuels and from mineral processing. In addition,
SO» reacts with moisture in the atmosphere to produce sulphuric acid, which may dissolve in cloud
water droplets to produce the so-called ‘acid rain’.

Suspended Particulates

The term suspended particulates refers to any substance, other than water, which exists as a liquid or
solid in the atmosphere and remains in suspension because of its small size. Suspended particulates
include such pollutants as dust from industrial stacks and stockpiles, smoke, fumes, particulate lead,
pollen grains and sea salt.

Others

In addition to the common- pollutants, many other substances are emitted into the atmosphere as a
result of man’s activity and during natural processes. These include such atmospheric pollutants as
asbestos, mercury, benzene, fluorides and lead. Many of these, though present in the atmosphere in
small concentrations, can have a marked effect on human health,

(it) Secondary Pollutants

These pollutants are formed in the atmosphere by chemical interaction between primary pollutants and
normal atmospheric constituents. Two of the most important classes of secondary pollutants are listed
below.

Photochemical Oxidants

Photochemical oxidants are probably the most important group of secondary pollutants. They consist
of ozone (03), formaldehyde, organic hydroperoxides, peroxyacetyl nitrate (PAN) and a number of
other highly reactive chemical species. Ozone is, by far, the predominant oxidant and is used as the
indicator of photochemical activity.

Ozone is formed from oxygen under natural conditions in the stratosphere, and this is mainly
responsible for background levels observed in the lower atmosphere. Oxidants are produced by the
action of sunlight on hydrocarbons and oxides of nitrogen. Man-made emissions of hydrocarbons are
predominantly associated with the production and storage of petroleum products, motor fuels and
solvents and with motor vehicle exhaust emissions.

Secondary Aerosols

These particulates are largely responsible for the haze which is normally associated with high
concentrations of oxidants. Secondary aerosols are composed mainly of sulphates, nitrates and
hydrocarbons arising from primary pollutants, the formation of which depends on chemical reactions
and the absorption of gases and liquids onto suspended particles.

2.1.2 The Effects of Air Pollution

Substantial evidence has been accumulated in recent years to show that air pollution has an impact on public
health, vegetation and materials as well as impairing visibility and generally interfering with the enjoyment of
life and property. In addition, air pollution may influence climate on a regional and even a global scale.

Although some of the effects of air pollution are specific and measurable, others such as health effects on
humans are difficult to quantify. The major effects of air pollution are listed below.

(1) Health Effects

Most air pollutants exert their influence on human health by an irritant stimulation of the eyes, nose,
mouth, throat and bronchial tree. Others such as carbon monoxide and lead are directly absorbed into
the body.

The respiratory system has an effective protective system against invasion by foreign material. Large
particles are filtered from the airstream by hairs in the nasal passage and are trapped by the mucus layer
lining the nasal cavity and the trachea. In addition, particles may be scavenged by fine hair-like cilia



which line the walls of the entire respiratory system. Most particles of sizes exceeding 5 micrometres
(um) are effectively removed in the upper respiratory system. Smaller particles, of radii less than a few
micrometres, are able to penetrate deeply into the lungs.

Often several pollutants can be present at the same time and, as a result, observed effects may be
attributable to the combined action of more than one pollutant. The overall physiological response to
mixtures of pollutants may be additive, synergistic (greater than additive) or antagonistic (less than
additive).

General health effects that can be attributed to some of the most common air pollutants are reviewed
below.

Carbon Monoxide (CO)

The effect of exposure to carbon monoxide is reflected in a reduction of the oxygen-carrying capacity of
the blood. It has been found experimentally that this leads to longer reaction times, a reduction of visual
sensitivity in the dark and an impairment of the ability to estimate time intervals. From this it is
suggested that exposure to CO can lead to increased incidences of traffic and other accidents.

Sulphur Dioxide (SO2)

Sulphur dioxide is a highly water soluble gas and consequently is readily absorbed in the moist passages
of the upper respiratory system. It acts as a direct irritant on the human bronchial system and can lead
to an increased incidence of respiratory symptoms especially in elderly people, and in those already
suffering from diseases such as asthma, chronic bronchitis and emphysema. The main effect is seen in
the first minute or two of exposure with only a slight further increase up to 15 minutes.

High SO; levels are often associated with high particulate concentrations, though this is not the case at
Kwinana. It is known that small aerosol particles can transport SO, deep into the lungs and since
moisture is often absorbed by these particles, the SO, dissolves to form a fine mist of dilute sulphuric
acid. As a consequence a three to four fold increase in the irritant response to SO, is commonly
observed in the presence of particulate matter.

Nitrogen Dioxide (NO,)

The health effects of nitrogen dioxide are comparable to those induced by sulphur dioxide in that the
respiratory system is the main target. Young children, especially, living in areas with high NO: levels
have been known to experience a significant reduction in ventilatory capacity and a high incidence of
respiratory illness.

Ozone (0;)

The primary health effect of ozone is associated with irritation of the eyes and the respiratory system.
There is strong evidence to show that a marked deterioration in the respiratory function occurs in the
presence of elevated levels of Os, especially with exercise.

Suspended Particulates

Airborne particles in the size range less than 5 um have a potential to cause respiratory problems in
humans. Most particles emitted are larger than this and never reach the lower air passages. Particles
that are smaller than 0.1 um do not appear to be a major health concern.

Though there is little evidence to suggest that general airborne particulates constitute a major risk in
their own right, they often carry contaminants such as sulphates and nitrates. These, when in contact
with water, can form acids which are potentially more irritating than the original gaseous pollutant.

In addition there are a number of particulate substances such as silica and asbestos which by themselves
are well recognised as able to contribute to serious disease, especially at high concentrations which may
be found in poorly controlled occupational premises.

(i) Vegetation Effects

All plants are, to some extent, affected by toxic air pollutants. Many species show obvious damage to
foliage while plant growth or production is impaired in others. The major phytotoxic pollutants are
sulphur dioxide and ozone.






comparison to the sea. The most significant cases of thermal effects are the sea breeze/land breeze cycle
experienced at coastlines and katabatic winds which flow down hill slopes at night.

While synoptic winds do not vary greatly between neighbouring localities, local winds can differ significantly
over distances of a few kilometres. To detect local wind changes, air pollution studies include comprehensive
monitoring of wind fields as a major component.

(1) Sea and Land Breezes

During the daytime in spring, summer and autumn, the air over the land is heated more rapidly as a
result of solar radiation than it is over the sea. As the heated air rises and flows out over the cool sea air,
the loss of inland air causes the inland air pressure to fall. The resulting sea-to-land pressure difference
causes a return flow of air at low levels, which we identify as the sea breeze.

Initially, the high-level offshore/low-level onshore circulation (Figure 2.1(a)) is shallow and does not
extend far inland or far offshore. But as the land warms, the ‘sea breeze cell’ grows and its leading edge,
the sea breeze front, may move over 100 km inland by evening. The progressive deepening of the sea
breeze is readily seen in coastal industrial areas, as the plumes of successively taller stacks change from
an offshore to an onshore orientation.

After sunset, with the rapid cooling of the land surface, the sea breeze circulation may be reversed near
the coast, producing the land breeze (Figure 2.1 (b)). In Perth, summer nocturnal conditions are
dominated by synoptic-scale easterlies, so that the land breeze may be only a component of the total
offshore wind. In winter, however, light land breezes of less than 100 m depth can occur.
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Figure 2.1. Local winds resulting from the differential heating of the atmosphere.



The significance of sea and land breezes in the air pollution climate of an area is twofold. Firstly, since
they develop relative to the coastline, such breezes tend to have fairly fixed and steady direction,
increasing the impact of an air pollutant source along that direction. Secondly, sea and land breezes
generally involve shallow flows, and pollutants trapped within them tend not to mix with the lighter air
above.

(i) Katabatic Winds

Surface air cooled by the cold land surface at night becomes more dense than the air above. It therefore
may be compared to a layer of water which is also denser than normal air, and behaves in a similar
manner.

A katabatic wind is the downhill flow of this cool air. Such winds may be light but, like water, they tend
to converge in valleys causing much more intense flows along the valley floor (Figure 2.1 (¢)).

Like the land breeze, katabatic winds are often of regular direction and are quite shallow, causing
significant modification to the air pollution climate of an area.

2.2.2 Turbulent Motions
The turbulent motions which disperse air pollutants are generated in two ways.

Firstly, the flow of wind over any ground or water surface causes turbulence to be generated in the layer of air
near the surface. The amount of energy imparted to the turbulence is dependent on the roughness of the
surface. Turbulent eddies formed by surface friction are typically small in size, although larger eddies may be
formed around prominent topographic features.

Turbulence is also generated when the surface is heated to a temperature greater than that of the air mass
above, causing thermals or bubbles of warmed air to rise from the surface. The turbulent eddies so formed
(called convection) tend to be larger in scale than those formed by surface friction, and their buoyancy causes
them to penetrate to a greater height in the atmosphere.

2.2.3 Atmospheric Stability

The turbulent dispersive capability of the atmosphere is determined by the energy and size of its turbulent
motions. This capability is conveniently described by a property called ‘atmospheric stability’.

The atmosphere is said to be very stable when there is little or no turbulent motion present. Such conditions
frequently occur, for example, on calm cloudless nights when the ground and the adjacent air cool down. In
cooling, the air becomes more dense and so is inhibited from mixing with the lighter air above. Continued
cooling throughout the night will result in a stable layer of air several hundred metres deep. In such stable
conditions, the temperature may increase with height (in contrast to its normal decrease during daytime
hours) producing what is termed a ‘temperature inversion’. The particular case above is also termed a
‘radiation inversion’.

An unstable atmosphere is found to exist on hot sunny days where several hours of sunshine has heated the
ground to a temperature much higher than that of the general air mass. The air immediately adjacent to the
ground becomes warmer and less dense than that above and so rises in the form of discrete thermals. These
thermals are matched by much larger and less vigorous cool downdrafts. In this way, the airabove the ground
is continually mixed up to heights of several hundreds or thousands of metres.

Neutral atmospheric conditions, the intermediate case between stable and unstable, occur when the heating
or cooling of the ground is relatively weak and when medium to strong winds obliterate any temperature
variations throughout the air layer.

The behaviour of chimney plumes under the three atmospheric conditions described above isshown in Figure
2.2. Under stable conditions the plume disperses very slowly and ground level concentrations may not be
registered within a distance of 5 km or more from the source.

Under neutral conditions plumes disperse at a moderate rate such that the maximum concentration at ground
level will be registered a few kilometres downwind of a tall stack.

The behaviour of plumes in unstable conditions is very erratic and, whilst overall dispersion is rapid, high
short-term concentrations may be produced at ground level within a few hundred metres of a tall stack.

2.2.4 Mixing Depth
In its undisturbed state the atmosphere up to a height of about 10 km is moderately stable, so that vertical



motion is inhibited. Hence, the turbulence generated near the ground does not penetrate upwards
indefinitely but is limited in height to what is called the ‘planetary boundary layer’ or ‘mixed layer’. Asa
consequence, the dispersion of pollutants from ground level is also limited to this layer, the depth of which is
appropriately called the ‘mixing depth’. Low mixing depths are cause for concern since air pollutants released
near the ground will produce high ground level concentrations.

(a) Stable (low wind speed) (b) Neutral (high wind speed) (c) Unstable (low wind speed)

Figure 2.2. Typical plume behaviour under various conditions of atmospheric stability.

At the upper limit of shallow planetary boundary layers, there frequently exists a thin very stable layer or
elevated temperature inversion which, due to its stability, acts as a ‘lid’ on the boundary layer. As well as
limiting the rise of well dispersed airborne pollutants, this lid also prevents the rise of buoyant chimney
plumes which would otherwise rise into the stable air above. Only very hot chimney plumes may retain
enough buoyancy to penetrate such low level lids.

A number of meteorological phenomena which lead to shallow planetary boundary layers (low mixing
depths) with strong ‘lids’ are described below.

The formation of stable temperature inversions on calm cloudless nights was described in the previous
section. Following sunrise, incoming solar radiation begins to heat the ground, leading to the formation of a
shallow mixed layer which deepens as the thermal mixing intensifies. For a few hours after sunrise the mixing
depth is relatively low and the ‘hd’ above the mixed layer is strong.

Figure 2.3 illustrates the behaviour of plumes as a radiation inversion is eroded in the early morning. In Figure
2.3(a), one stack is tall enough (200 m high for example) to extend right through the shallow mixed layer so
that its plume does not reach ground level. The second stack, although below the ‘lid’, has a hot plume which
is buoyant enough to penetrate the lid. The plume from the third and smallest stack is trapped within the
mixed layer and disperses much more rapidly than the other two.

Figure 2.3(b) shows the situation 3 hours later when the mixing depth has doubled and where all of the plumes
are now trapped within the mixed layer.

Elevated temperature inversions may also be formed by the subsidence of stable air masses. In areas
dominated by high pressure systems, such subsidence may bring warmer air from above closer to the surface,
increasing atmospheric stability at lower levels and creating a ‘subsidence inversion’. The latitude of Perth
corresponds closely to that of the global pressure belt called the Sub-Tropical High, so that this type of
inversion is frequently detected.

Since subsidence inversions generally occur at an altitude of 1-2 km, they do not affect greatly the impact of
industrial air pollution sources. However, they tend to persist for periods of a day or more, and over wide
areas, so that plumes from large sources such as bushfires may be detected over many kilometres, trapped
beneath a subsidence inversion.

Of particular importance at near-coastal sites is the limited mixing depth associated with sea breezes. These
flows are typically 200 to 500 m deep near the coast on hot days and there is a strong temperature inversion
between the cool sea breeze flow and the synoptic flow aloft. Once the sea breeze is well established, there are
few plumes hot enough to penetrate such an inversion.

The motion of chimney plumes observed immediately after the onset of the sea breeze may be very complex
(Figure 2.4), due to the shallow flow and the relatively weak inversion formed at this stage. Plumes from short
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Figure 2.3. The effect of temperature inversion erosion on pollutants released from different levels.

stacks may be trapped within the sea breeze flow while plumes from tall stacks are influenced only by the
synoptic flow. Those from stacks of intermediate height are affected by both the sea breeze and the synoptic
flow. This complex situation is generally short-lived.

2.2.5 Coastal Influences

When an onshore flow such as the sea breeze or a synoptic wind crosses a coastline it is modified by the change
in surface roughness and surface heat transfer of the ground. A boundary layer is formed inland from the
coast within which the turbulent mixing is stronger than in the marine air, especially on hot days when
thermal mixing over the land is vigorous. The behaviour of plumes from industrial chimneys will depend on
where they are released in relation to the boundary layer.

13






the area of concern, the use to which the data are to be put and the resources available. These factors, in turn,
affect the density and siting of the monitoring network and the frequency with which measured variables are
recorded.

Pollutant levels in the atmosphere are most commonly monitored to determine their impact on the human
population or sensitive vegetation. The programmes needed for this type of surveillance are related to the
manner in which the pollutant adversely affects its subject. Where damage results from cumulative long-term
doses of a pollutant, an instrument which measures long-term average concentrations and is located in a
region of maximum impact might adequately indicate the nature of the problem and any need for remedial
action. A knowledge of the meteorology of the area and an inventory of pollutant sources would aid initial
siting of the monitor.

Where there are many pollutant sources spread over a large area, monitoring long-term average
concentrations is relatively simple since these concentrations often do not vary greatly over the area. Thus,
the annual average sulphur dioxide concentration representative of a large city such as London, forexample,
may be quite accurately determined from a single monitoring site in the city.

This is not the case, however, in a region such as Kwinana where pollutant sources are located quite closely
together. Since atmospheric dispersive characteristics vary with direction, long-term pollution impact is
direction-dependent, and a function of distance from the main sources. The annual average concentrations
experienced in urban pockets such as Medina (south-east of the sources), Rockingham (south) and Wattleup
(north-east) therefore have to be determined separately. Thus, accurate determination of even long-term
average concentrations over the KAMS study area using an ambient pollutant monitoring programme may
require a network of possibly 10-12 instruments to register the spatial variability of the long-term impact.

In the case where high, short-term pollutant concentrations are of concern, instruments which monitor
continuously are most profitably deployed. These sorts of instruments have a response time often of only a
few seconds and can measure the short-term variability of pollutant concentration levels. The data produced
can be processed directly using electronic data logging equipment or by computer to give average
concentrations for any chosen period. Short-term averages most commonly range from 3 minutes to 3 hours.

Short-term, high pollutant concentrations are often far more variable over an area of study than is the long-
term average concentration. This may be due to topographic features such as hills and valleys or to dispersive
mechanisms such as shoreline fumigation (Section 2.2.5). The monitoring programme generally required to
illustrate such variations in the Kwinana area, for example, would consist of a large number of continuous
monitors located as closely as | km apart. Clearly, in most cases limitations of resources and manpower could
prevent the implementation of such a programme.

Alternatively, it is possible to create mathematical representations of the pollutant transport processes —
‘models’ — to provide insights into the pollution climate of an area. However, pollutant dispersion models can
be of value in air quality management only if they have been properly validated. Most often validation
requires the mathematical model to reproduce to an acceptable accuracy a set of ambient monitoring data
obtained at a few sites. In KAMS for example, sulphur dioxide was measured continuously at two sitesand a
data set of 10-minute, 1-hour, 3-hour, 24-hour, monthly and annual average concentrations generated for
comparison with the model output. Where long-term averages only are produced by a model, it is not
necessary to have continuous monitoring and instruments with a coarser time resolution may be used.

In addition to ambient monitoring, an inventory of actual pollutant emission levels from industrial or other
sources is often included in an air quality management programme. This may be undertaken to determine
compliance with emission regulations, or to provide input for mathematical dispersion models.

Emission levels may be determined directly using chemical techniques to analyse flue gases or indirectly from
plant operation information such as fuel composition and usage. Chemical methods are most often used to
determine compliance with emission limits set by air quality management agencies.

The modelling of the existing air pollution impact of a region requires an accurate inventory of pollutant
emissions as a model input. Where there are a large number of sources the emission levels are obtained most
efficiently by consideration of plant operation and processes. For KAMS, emission levels averaged over
periods from 30 minutes to 8 hours of some 50 sources of sulphur dioxide were estimated from fuel
composition and consumption rates during the study period. There are disadvantages, however, in using such
a technique when a flue gas scrubbing system is in operation or fuel consumption data are provided at
irregular or large time intervals. In both cases flue gas composition variability may not be reflected in the
emissions data and this will affect estimates of ground level concentrations.
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Ambient air quality objectives are based on the assumption that there exists a pollutant ‘threshold
concentration” which represents conditions to which the environment can be repeatedly exposed without
adverse effect. There are currently in existence a large number of such objectives, often referred to as
guidelines, target values, goals, acceptable levels and detrimental levels. They vary with regard to severity,
timescale and degree of accounting for particulate matter present in the air. Traditionally, standards have
been specified as a limiting average concentration over periods ranging from 24 hours to a full year. In more
recent times there has been more concern with short-term air pollution episodes ranging from 30 minutes or
less to a few hours. Corresponding short-term standards have been produced in several countries.

The most significant air pollutant, in an historical sense, to come under the scrutiny of control agencies has
been sulphur dioxide; it is also a pollutant of particular importance at Kwinana (Section 3.2). Asaresult of a
number of severe air pollution episodes involving sulphur dioxide in Britain, Europe and the United States
(Gilpin, 1978), there have been attempts to markedly reduce ambient concentrations of this pollutantinlarge
cities and industrial areas. The acceptability of the resulting concentrations was necessarily related, in the first
instance, to the adverse effects of sulphur dioxide on health.

Though it is generally accepted that air pollution affects human health, studies aimed at determining the
degree of effect have not been unanimous in their findings. Interpretation of the results is made more difficult
by the variation of such factors as the time and frequency of exposure, age and medical history of the subjects,
the extent of cigarette smoking and the effect of simultaneous exposure to other pollutants. Indoor pollution
from sources such as tobacco smoke, indoor fires and cooking may reach higher levels than those experienced
outdoors.

These epidemiological studies have been used to indicate the lowest concentration of sulphur dioxide at
which adverse health effects, such as increases in respiratory symptoms or respiratory disease incidence in
the general population, might be expected. Standards have then been set below the levels indicated in the
studies. A useful summary of the effects of sulphur dioxide is given in a World Health Organisation (WHO)
document Sulphur Oxides and Suspended Particulate Matter, Environmental Health Criteria 8 (WHO,
1979). The essential aspects of this summary are also given here.

Inhalation studies carried out under controlled short-term exposure conditions show that sulphur dioxide
alone, at a concentration of 2100 ug/m”, slightly affects respiratory function, while sulphuric acid mist affects
respiratory function at levels as low as 1000 ug/m’. Effects in pulmonary function have been reported from
joint exposure to SO; and hydrogen peroxide, as well as to SO: and ozone.

In morbidity studies on short-term exposure to a combination of SO; and total particulates, the lowest daily-
average concentrations at which adverse effects occurred were 200 ug/m® and 150 ug/m’ respectively. For
Jong-term joint exposure studies, effects were noted at annual mean concentrations of 60-140 ug/m’ for SO;
and 100-200 ug/m’ for total suspended particulates. There were, however, reservations expressed as to the
validity of some of these studies.

Based on evaluation of the literature, WHO has developed guidelines for the protection of public health.
These are set in terms of 24-hour values (100-150 ug/m’ for SO, and for smoke) and in terms of annual means
(40-60 pg/m’ for sulphur dioxide and for smoke).

The World Health Organisation guidelines are based on observations among populations in communities
exposed to a mixture of sulphur dioxide and smoke or total suspended particulates. It is recommended,
however, that the levels of each pollutant should be below the values stated: that is, 100-150 ug/m’ and 40-60
pg/m’ for 24-hour and annual average sulphur dioxide concentrations respectively.

In addition, as is pointed out in the document, there remains much uncertainty about the minimum levels
associated with demonstrable effects. Where populations exposed to different levels of pollution had been
compared, it could not necessarily be assumed that even those who were exposed to a level lower than the
known lowest effect level would be unaffected by it. Where effects were demonstrable, it was difficult to
determine whether these effects were related to extended exposures at the average levels or more particularly
to shorter-term high pollution episodes within the period.

Many standards for sulphur dioxide, including the WHO guidelines, have been based largely on the
experience in highly industrialised cities of the northern hemisphere. This experience is one of relatively high
*background levels’ due to a multitude of sources with some high short-term episodes resulting from adverse
emission and meteorological conditions.

As a consequence, most standards have focused on annual mean concentrations, adding a 24-hour average
value that should not be exceeded more than a certain number of times per year. Table 2.1 shows a range of
sulphur dioxide standards that have been established in recent years, in addition to the WHO values.
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The United States EPA has set both ‘primary’ and ‘secondary’ standards. The primary standards are designed
to protect public health, while the secondary standards are to protect aesthetics, property and vegetation. The
secondary standard is more stringent than the primary for the annual mean while 24-hour standard has been
replaced by a short-term, 3-hour standard.

Table 2.1. A range of ambient sulphur dioxide levels established by various organisations. The levels givenin 3,4 and 5
have been converted from parts per million and rounded upwards.

[. UNITED STATES (USEPA, 1977)
Primary Standard (to protect public health)

Annual average: 80 pg/m’ .

24-hour average: 365 ug/m’ exceeded not more than once per year
Secondary Standard (to protect public welfare)

Annual average: 60 pg/m’

3-hour average: 1300 wg/m’ exceeded not more than once per year

2. WORLD HEALTH ORGANISATION (World Health Organisation, 1979)
Guidelines
Annual average: 40-60 pg/m’
24-hour average: 100-150 pg/m’
3. VICTORIA (Victoria Government Gazette No. 63, 1981)
Acceptable Level

I-hour average: 500 pg/m’ exceeded on no more than 3 days per year
24-hour average: 170 pg/m’ exceeded for no more than 3 days per year
Detrimental Level
1-hour average: 1000 pg/m’ not to be exceeded
24-hour average: 310 ug/m® not to be exceeded
Alert Level
1-hour average: 1400 pg/m’

4. JAPAN (Werner and Stern, 1974)
Environmental Objectives
Maximum l-hour average: 300 pg/m’ not to be exceeded
24-hour average: 120 ug/m’® not to be exceeded

5. SWEDEN (Werner and Stern, 1974)

Guidelines
30-minute average: 750 ug/m® exceeded not more than {5 times per month
24-hour average: 300 pg/m’ exceeded not more than once per month
I-month average: 150 pg/m’ not to be exceeded.

Sweden has a 30-minute, 24-hour and 1-month standard while the Japanese have introduced a 1-hour and 24-
hour standard.

The Victorian EPA objectives, the only sulphur dioxide standards in Australia with a statutory basis, havea
three-level structure. An ‘acceptable level’ is defined as a concentration above which sensitive persons may
experience some ill effect (Environmental Protection Authority of Victoria, 1979). At concentrations above
the ‘detrimental level’, it is claimed that “. . . a substantial portion of the exposed population may be
adversely affected, or significant changes are likely to be caused to some segments of the environment”
(Victorian Government Gazette, 1981). An additional ‘alert level’ has also been specified.

Prior to 1981, the National Health and Medical Research Council of Australia (NHMRC) recommended
that the earlier, less stringent, WHO long-term goals of 60 ug/m’ for the annual mean and 989% of 24-hour
average observations below 200 ug/m’ be adopted as guidelines (WHO, 1972). Although without statutory
backing, both figures were used as guidelines in WA,

Following a meeting in October 1981, the NHMRC recommended as an air quality goal, 2 maximum
permissible annual mean level in the urban environment of 60 ug/m’ for sulphur dioxide. No goal has yet
been set for 24-hour or lesser averaging periods. The Council did, however, recommend that *“. . . sulphur
dioxide and particulates in the urban environment are not allowed to rise above existing levels” (National
Health and Medical Research Council, 1981).
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concentrations is achieved by stack design and emission limits, a regional air quality plan should seek to site
industry in the most favourable location having regard to the physical features which influence dispersion and
the existing and projected land use patterns.

In particular, heavy industry and urban or other sensitive activities should be sufficiently separated. Whilst
stack design and emission controls are generally used to protect health, a ‘buffer zone’ can be used to protect
welfare, or against nuisances such as dust and noise.

It is not intended, however, that a sterile zone should exist between industrial sources and sensitive land uses.
Less sensitive activities can be accommodated in the area around industry so that the welfare or amenity of
individuals in urban areas, for example, is protected.

2.6.2 Controlling Ground Level Concentrations
(i) Stack Height

Under most meteorological conditions maximum ground level concentrations resulting from a given
source will be decreased by increasing the stack height. Consequently, tall stacks long have been
considered as a valuable air quality management tactic, especially in the United Kingdom (Department
of the Environment, Scottish Development Department, Welsh Office, 1956). In Australia industrial
stacks up to 300 m have been constructed in an effort to achieve acceptable ground level concentrations.

While the use of the tall stack is clearly of benefit for an isolated source, there are potential problems for
industries located near built-up areas and near the coast. Since the maximum ground level
concentration from a tall stack is attained at a considerable distance from the stack, it may contribute
significantly to pollution levels in an area that has already an air pollution problem of its own. In
addition, plumes from stacks on the coast may interact with the boundary layer formed there and
produce the shoreline fumigation phenomenon (Section 2.2.5). In such cases it may be that a shorter
stack is a preferable option, depending on the effects of the consequent higher near-source
concentrations thereby produced.

(i) Emission Controls

The fundamental concept of emission limits or standards is that there is some maximum possible, or
practical, degree of emission control which it is reasonable to ask all members of a specific class of
industry or source to achieve.

Emission limits are generally specified as a mass emission rate per unit time, production, distance (in the
case of mobile sources) or fuel used. Due to later developments in emission control technology, there
may be a differential between existing and proposed new sources, with new sources subject to a greater
degree of control.

In addition to limits on emissions from individual plants, total emissions for a region may have to be
controlled. When pollutant concentrations approach or exceed ambient air quality objectives, lower
emission limits may have to be applied. In the United States, for example, if a new industry wants to
locate in such an area, it may only do so if there isa reduction in emissions elsewhere in the airshed. The
industry may therefore be required to install appropriate controls on an existing source.

Regulations for emission control may specify emission rates, appropriate control technology or
prohibited activities and a description of the methods used to determine compliance. If new technology
makes it possible to set a more stringent standard, this can readily be applied to all new sources.

Uniform application of emission limits is not always the most cost-effective way to manage air quality.
Stringent application of a limit in a remote locality may necessitate a large expenditure for a small
reduction in air pollution effects. Conversely, if the standard is too flexible, industrial emissions may
not be controlled to the degree necessary to preclude adverse effects or the alienation of land adjacent to
industry. Thus, a distinction between emission limits set for country and metropolitan regions may be
acceptable.

A number of different approaches can be applied to the control of emissions from industrial sources:

Best Available Control Technology (BACT)

With this approach, each industry is required to employ the best technology currently available for
controlling emissions and to keep the control equipment in good operating order. Emission limits based
on the ‘best technology’ can be imposed though actual emission limits need not be specified; the
operator who installs and maintains appropriate equipment may be deemed to be complying with the
regulations.
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Economic considerations are to some degree built into the BACT philosophy. Just what constitutes the
best available control technology is determined taking into account the additional cost that will be
imposed on the industry. BACT is normally only applied to new sources of emissions.

Best Practicable Means (BPM)

The ‘best practicable means’ approach to emission control has regard to factors such as local
conditions, the state of technical knowledge and the economic climate (even of an individual company).
Consequently, this means of control is more flexible than BACT since the degree of control could
change from year to year or between industries of the same type.

In Western Australia, the control of emissions from new sources is regulated by the Air Pollution
Control Council under the Clean Air Act. The Act specifies that “. . . all practicable means ... ” should
be used to control emissions. No emission limits (except for dark smoke) have been specified under the
Clean Air Act. However, the National Health and Medical Research Council emission standards
normally are applied as guidelines for new sources.

2.6.3 The Role of Models in Air Quality Management

While ambient pollutant monitoring indicates pollutant concentrations under existing conditions, it is often
necessary to estimate concentration distributions likely to result from changes in emission levels, stack
configurations or meteorological conditions.

An ambient air quality model is a tool by which atmospheric pollutant concentrations can be estimated for
any emission levels under varying meteorological conditions. As a result, many important aspects of air
quality management are best addressed by the use of models. This does not mean, however, that models
always provide an accurate simulation of the pollutant dispersion process. Consequently, even with the aid of
mathematical models, the management of air quality is a difficult task.

Some uses of mathematical models in air quality management, particularly with reference to Sections 2.6.1
and 2.6.2, are described below.

(1) The Determination of Existing Pollutant Levels

The air pollution impact from industry already existing in an area can be estimated using a
mathematical model properly validated at only a few points. Long-term average concentrations and the
frequency of short-term, high concentration episodes can be compared with chosen health or vegetation
standards, to indicate any need for emission controls or the protection of sensitive activities.

In the United States, for example, standard mathematical models are specified to determine compliance
with the Ambient Air Quality Standards (AAQS) which have been set for a number of pollutants. Fora
given location, the evaluation process begins with measurement of the ambient air quality. If the
measured value is less than the AAQS, then the situation is acceptable. If mathematical modelling
shows that the AAQS would be exceeded at some future date (due to industrial growth or change in fuel
type), then an appropriate control programme can be devised in an attempt to prevent the predicted
violation.

When measured values are above the AAQS, emission controls can be applied to bring them into
compliance with the standards.

(ii) Planning the Location of New Industry

If the pollutant emissions of a proposed industrial activity can be estimated with reasonable accuracy,
mathematical models may be used to determine likely pollutant impact, and locate the industry so that
it has the minimum adverse affect on adjacent land uses. This is especially important in planning for
competing land uses near urban areas.

On the Perth coastal strip, for example, modelling has shown that pollution impact is generally at a
minimum to the south-east of a pollutant source. It is therefore preferable that such sources be located
to the north-west of urban areas when this option is available. The spatial separation of the land uses
would, of course, require detailed modelling, taking into account the location and height of sources,
emission levels, and the time of emission.

(iii) Stack Design

Mathematical models are commonly used to determine the stack height needed to ensure acceptable
ambient pollutant concentrations in the vicinityof a proposedindustrial source. For a given emission, a
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The main air pollutants discharged from the station are sulphur dioxide and oxides of nitrogen from the
combustion of fossil fuels. The gases are emitted into the atmosphere by means of three large stacks and the
contribution from the power station to annual sulphur dioxide emissions for the region is about 20%. The
amount of sulphur dioxide emitted varies quite markedly on a short-term basis due to large variations in
electricity demand.

Future emission levels of sulphur dioxide from the Kwinana power station will depend on the nature of power
generation adopted (base, intermediate or peak load) and the sulphur content of the fuel used. With the
present load, the exclusive use of coal would result in some reduction in emissions whilst the use of natural gas
would eliminate almost entirely the sulphur dioxide emitted from the power station.

3.2.3 Australian lron and Steel Pty Ltd (AIS)

Two large plants were operated by the Broken Hill Proprietary Company (BHP) at Kwinana during the study
period. A steel rolling mill was involved in the production of steel products for local supply and a sinter plant
and blast furnace produced pig iron for export. A subsidiary company, Australian Iron and Steel Pty Ltd
(AIS), controls the operation at Kwinana.

The rolling mill was commissioned in 1956 with an initial capacity of 50,000 tonnes/annum. The present
capacity of the mill is 200,000 tonnes/annum though production at this time is only about 75,000
tonnes/annum of rolled products.

A blast furnace of 450,000 tonnes/annum capacity was commissioned in 1968 and was later upgraded to
900,000 tonnes/annum capacity. Since completion of the study, the blast furnace has been shut down as a
result of a severe downturn in the market for pig iron product.

Power for the steelmaking and rolling processes is drawn from an on-site power station operated by AIS. The
whole operation discharges sulphur dioxide to the atmosphere through five main stacks but these contributed
only about 1.5% of the total annual SO, emission from the Kwinana industrial complex during the main
study period. Therefore, the reduction in total SO, emissions due to closure of the blast furnace will not have a
significant effect on present air pollution levels at Kwinana.

3.2.4 BP Refinery (Kwinana) Pty Ltd

The BP refinery was the first major industry to be established in the Kwinana industrial area with initial
production taking place in 1955. The total capacity of the refinery is 5.2 million tonnes/annum and present
crude oil usage is about 4.5 million tonnes/annum.

There are a number of complex processes in operation at the refinery and 25 stacks emit sulphur dioxide. The
stacks are, in the main, low level sources and the refinery contributes about 399 of the annual sulphur dioxide
loading in the area. Short-term variations in emissions are quite common and are due predominantly to the
flaring off of large quantities of excess gas over short periods.

Additional air pollutants from the plant include hydrocarbons from storage facilities and oxides of nitrogen
from combustion.

3.2.5 Kwinana Nitrogen Company (KNC)

A chemical plant jointly owned by BP and CSBP has been in operation at Kwinana since 1968. The present
capacity of the plant is 100,000 tonnes/annum of ammonia, 83,000 tonnes/annum of nitric acid and 140,000
tonnes/annum of ammonium nitrate.

Refinery gas from BP is used as feedstock for the KNC plant and consequently emissions of sulphur dioxide
are negligible, being somewhat less than 19 of all emissions from the industrial area. Pollutants such as
oxides of nitrogen, ammonia and acid fumes are also discharged in varying amounts during operations.

3.2.6 CSBP and Farmers Ltd (CSBP)

Under an agreement with the State Government in 1964, CSBP has constructed a concentrated fertiliser
manufacturing complex at Kwinana. Superphosphate is manufactured at the works at the rate of 500,000
tonnes/annum at the present time. Phosphoric acid, ammonium nitrate and compound fertilisers are also
produced.

Power is generated internally from the manufacturing process and this ensures that discharges of sulphur
dioxide to the atmosphere are not significant. Other air pollutants of some significance include fluorides,
oxides of nitrogen and dust from stockpiles,
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Figure 4.2. Meteorological data measured at Wattleup base station from July 1979 to June 1980 showing (a) daily mean
wind speed, (b) daily maximum and minimum temperature and (c) daily total solar radiation.

32
























T, is efflux temperature (°K)
T. is ambient temperature (°K)
g is gravitational acceleration

The parameter F represents the initial buoyancy flux of the plume. Initial vertical momentum is shown by
Briggs to be relatively unimportant.

6.1.2 Plume Rise into Stable Air

For a plume rising into a stable constant density gradient, Briggs (1975) gives the final height of rise as

AH=GC, ( F\" (6.2)
us
where Cs is a constant (approximately = 2.6) and where s is a measure of the atmospheric stability defined as
s= g 00a 6.3
T. 0z (6.3)

The parameter 6, is the virtual potential temperature of ambient air. When 06,/0z is positive (stable
atmosphere), the buoyancy flux of the rising plume decreases to zero at the level AH above the stack and the
plume subsequently undergoes damped oscillations about this level as it moves downwind (Figure 6.1).

zero buoyancy level

stable atmosphere

Figure 6.1. Plume oscillation about the zero buoyancy level in a stable atmosphere.

6.1.3 Plume Levelling in Neutral/Unstable Air

Perhaps the most widely accepted formula for the calculation of maximum plume rise in neutral/unstable
conditions is the extension of Equation (6.1), proposed by Briggs (1975):

AH=16F" (3.5x%)" u” (6.4)

where x* = 14 F”® for F <55 m" sec ™
x* = 34 F” for F >55 m" sec ™'

The levelling is assumed to occur downwind of the distance 3.5 x*, with Equation (6.1) applying at shorter
ranges. However, as can be scen from the formula, the levelling height is determined solely from the buoyancy
of the plume, with no reference to the intensity of atmospheric turbulence which is responsible for the
transition of the plume to its levelled state. This shortcoming has been addressed by Briggs who proposed two
formulae for the cases of mechanically and thermally dominated atmospheric turbulence. These formulae
have been discussed by Rosher, Rayner and Paparo (1982) but require further verification before they can be
used with confidence.

6.1.4 Plume Penetration of an Elevated Inversion

Pollutants are often released into a well-mixed layer of air which is capped above by warmer air. In many
cases, plumes may rise to the level of the elevated inversion base but have insufficient buoyancy to penetrate
it. If a plume has sufficient buoyancy to penetrate the inversion, it is likely to be transported away and have
little or no impact on ground level concentrations in the vicinity of the source. Both cases are illustrated in
Figure 6.2.
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where the function ¢n, has been evaluated by experiment. In integral form, the mean flow parameters take the

form
u=‘—fKi<{fn <-—Z?—> — Ym <%> > (6.10)

where Y 1s an integral function of ¢m and z, is the roughness length.

A conventional way of expressing the turbulent fluxes is in the bulk aerodynamic form:

r=p,Cou’ (6.11)
HSZ“" Pa Cp CH U(O_*B\) (612)
=—pCwu(q—¢q) (6.13)

where the subscript s indicates surface values and where C;, Cy and Cw are bulk transfer coefficients which are
strong functions of height z, stability z/L and surface characteristics z,, zy or zw. Garratt (1978) has
established useful relationships between z,, zu (and consequently zw) over land.

Hence, the turbulent fluxes may be evaluated from Equations (6.11) to (6.13) if measurements of u, 6 and q
are available at an elevated level (10 metres) and at the surface (where u = 0). Alternatively, the fluxes may be
evaluated from gradient relationships of the form of Equation (6.9) if the gradients can be measured.

6.2.2 Use of Multi-Level Tower Measurements

A standard means of obtaining data to estimate gradients of u, # and q is to instrument a tower or mast at two
or more levels above the ground, within the atmospheric surface layer. The tower erected for this purpose in
KAMS is described in Section 4.1.2. i

To obtain accurate long-term continuous estimates of fluxes from tower measurements, the instruments must
maintain an extremely high degree of accuracy and stability. Temperature sensors, for example, which are
separated by only a few metres must be consistently accurate to better than 0.1°C. Many standard
instruments for wind, temperature and, in particular, humidity have calibration and drift inaccuracies that
preclude their use for this type of work.

Equipment and manpower costs render the method unsuitable for many situations where dispersion
estimates are required fairly promptly. Tower measurements may be most valuable during intensive field
experiments however, when frequent calibration checks are feasible. The Hope Valley tower (Base Station 3)
was utilised principally for this purpose in KAMS. Turbulent flux calibrations from the tower data were
subsequently used to validate the other methods described later.

An initial experiment, involving three sensitive anemometers at heights up to 28 metres on the tower, allowed
the determination of z, based on the method proposed by Paulson (1970). This parameter, and the related
parameters zu, allowed Cp and Cu to be defined for neutral conditions.

The method of flux computation using estimates of velocity and temperature gradients is described by
Rayner (1981a) and will not be discussed here. However, having evaluated z,, an alternative scheme for flux
computation can be derived which requires temperature measurement at two levels and velocity
measurement at only one level. The equations for the method take the form

7=p, Cp uy’ (6.14)

Hs=—p. G Cu'uz (0 — 61) (6.15)

where subscripts 1 and 2 represent the lower and upper levels respectively and where Cu'’ is a modified heat
transfer coefficient as defined by Rayner (1981a).

This method is attractive since only one anemometer is required, removing the possible error involved in
estimating wind speed difference between the two levels. Whilst the equations are similar in form to the bulk
aerodynamic relations (Equations (6.11) to 6.13)), the difficult problem of measuring the temperature 6 right
at the soil/air surface is avoided.

6.2.3 Modelling Surface Layer Turbulent Fluxes

For reasons previously described, construction and maintenance of a meteorological tower is not a viable
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option in many situations where continuous data are required. Routinely available continuous data most
often come in the form of single height measurements of wind speed and direction, temperature and humidity.
Solar radiation and rainfall data are also usually available within a given region of interest. It is desirable to
use this type of data for dispersion modelling purposes.

Consequently, a numerical model was developed using the above-mentioned data to predict H. and u, froma
description of the surface layer and moisture budgets combined with the surface layer relations presented in
Section 6.2.1.

Conservation of heat energy at the surface provides a constraint which may be incorporated into the
computation of turbulent fluxes. Taking all fluxes to be positive when directed away from the surface, the
conservation equation may be written as

G+R+H;+H.=0 (6.16)
where G is the ground heat flux, R is net (short-wave plus long-wave) radiation and Hy is latent heat, given by
HiL=L.E (6.17)

L. is the latent heat of vaporisation. G may be calculated from Equation (6.16) if R, H; and Hy. are known. H;
is dependent on Ty, the ground temperature, which must itself be related to ground heating G. Similarly, H. is
dependent on the surface specific humidity g,, which is itself related to the ground moisture content as
determined by the recent history of precipitation and evaporation. Hence there are a variety of implicit
relationships from which estimates of the turbulent fluxes may be extracted. A full description of the model
and results is given by Rayner (1981a). The important components of the model are briefly described below.

(i) Ground Temperature Simulation and Sensible Heat Transfer

The ground temperature T, may be described by the equation:

oT, _ 2
58=ESG—Q(E~TG> 6.18)
where () is the earth’s angular frequency (7.27 X 107 s™) and Tuis a deep soil temperature. C, is defined
as 172

C = <2 0sCsAs/ Q)

where p; is soil density, ¢ is soil specific heat and A, is soil heat conductivity. Equation (6.18) is called a
force-restore equation: the right hand first term represents the forced heating/cooling, while the second
term tends to restore the surface temperature to that of the soil at depth, Ts. The term T4 may be
estimated from an integral formulation based on the penetration depth of the annual thermal wave,

dTs_ G

it G (6.19)

172

where Cq =| 27.365 C,

Sensible heat is calculated using Equation (6.12) where 6; is a combination of soil, grass and leaf
temperatures. It is necessary to assume that the effective surface temperature deviation is proportional
to the ground surface temperature deviation, that is

(6,—0) =B (T.—0) (6.20)

The single coefficient 8" accounts for patchy shading of the soil and for the limited heat transfer from
vegetation.

(i) Ground Moisture Simulation and Evaporation

The moisture content of surface soil may vary between dry and saturated states and may change very
quickly under the influence of evaporation and precipitation. As a consequence, latent heat loss
associated with evaporation may vary from an insignificant contribution to the heat budget (dry surface
conditions), to being a dominant cooling mechanism (moist surface condition). The volume fraction of
soil moisture, w, may be described by relations similar to those for the surface temperature:

ow (E — P! C: QO

Z B — — — < < .

2t C pwdl Y (Wg Wd) 0< W == Whnax (6 21)
ows__(EZP)
ot pw d2 (6.22)
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to chimney plumes with insufficient buoyancy (Section 6.1.4). It is clearly necessary for the purposes of air
pollution modelling to be able to determine the depth of the mixed layer and the strength of the inversion lid.

In practice, it is most important to specify mixing depths accurately when they are low, since large mixing
depths have little effect on the rise and dispersion of plumes. At Kwinana, limited mixing depths are
associated with the following meteorological phenomena:

e Stable nocturnal boundary layers,
o Erosion of a radiation inversion during morning hours,
o Stable onshore flow, including sea breezes and the passage of the west coast trough.

During daylight hours the formation of a thermal internal boundary layer within onshore flows has a
significant impact on the dispersion of chimney plumes. A theoretical description of each phenomena is given
below.

6.3.1 Nocturnal Boundary Layers

On cloudless nights, the upward radiation of heat from the ground exceeds the downward radiation from the
air mass and so the ground becomes colder than the air. The resulting temperature difference produces a
downward turbulent flux of heat in the air above the ground, generating a stable temperature gradient known
as a radiation inversion.

The density gradient causes damping of the turbulence in the planetary boundary layer to the extent that,
under near-calm conditions, the turbulence in the air near the ground may decay completely. Under these
conditions the air aloft becomes decoupled from the air near the ground, sometimes producing marked
variations in wind speed and direction with height. Pollutants from an elevated source will disperse very
slowly as dispersion is limited to molecular processes together with the effect of any residual turbulence.
Under these conditions the mixed layer, as normally observed, does not exist.

If a radiation inversion has formed but there is still appreciable wind at ground level, turbulence will continue
to be generated, by surface friction, within a layer known as the nocturnal boundary layer. The depth of this
layer may be considered as the mixing depth, although the layer will be stably stratified and so dispersion will
be relatively slow. Venkatram (1980) analysed the data from three major field experiments to produce a
simple relationship:

h = 2400 u ¥’ (6.25)
from which the depth of the layer, h, may be determined.

This formula has obvious limitations, such as its lack of recognition of the effect of cloud cover, but it is well
behaved over the full range of nocturnal stabilities. Limited comparison of this formula with acoustic sounder
data has shown agreement within a factor of 2.

In the absence of more definite results from research in this area, Venkatram’s formula was adopted for use in
KAMS.

6.3.2 Growth of the Daytime Mixed Layer

Following sunrise, solar heating of the ground generates thermal turbulence which combines with the
mechanical turbulence to mix thoroughly the nocturnal boundary layer. The continuing input of solar energy
causes the mixing height to grow in two ways:

e The heat is mixed upward, ‘replacing’ the heat lost to the ground during the formation of the nocturnal
inversion;

e The turbulent kinetic energy produced by the buoyancy effects of solar heating, plus the continuous
wind stirring at the surface, actively entrains the stable air aloft and distributes it throughout the mixed
layer. This entrainment process causes a sharp temperature inversion at the top of the mixed layer.

Rayner (198 1b) describes a model of the process by which an inversion is eroded. The modelis based on a one-
dimensional prescription of the temperature and velocity profiles, as shown schematically in Figure 6.3.
Potential temperature 8 and velocity components um and v. are taken as being constant throughout the well-
mixed layer (consistent with observation). These variables are further assumed to exhibit sharp changes
across the thin inversion. Surface inputs of sensible and latent heat, H, and Hi and stress r are shown.

The core of this model is a description of the turbulent kinetic energy budget within the well-mixed layer,
expressed in the form:
-1
dg}f =Cxq "’ < Crq + ghTﬁ - G (Au’ + Av2)> (6.26)
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where q,° =w,’ +on’ up
and where w, = (gh H./p, Cp Ta)"? is the buoyancy velocity scale, shown later to play a key role in dispersion

under convective conditions. The constants Cx, Cr, C, and Cx have been evaluated from experimental data
and have values of 0.18, 0.8, 0.2 and 1.33 respectively.
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Figure 6.3. Well-mixed layer parameters.

Equation (6.26) may be solved together with equations of heat and momentum conservation for the layer to
predict the layer depth, temperature and velocity. However, the momentum equation requires specification
of the geostrophic velocity as a function of height and time, information which is not routinely available.
Fortunately, the shear contribution to well-mixed layer deepening appears to be of little importance in
normally encountered convective conditions. The final term in Equation (6.26) was therefore neglected in
KAMS, but this aspect warrants further investigation.

To meet the requirements of the dispersion models, a numerical model was developed to produce a
continuous data file of mixing depths based on the nocturnal boundary layer formula (Equation (6.25)) and
the inversion erosion model described above. Coastal mixing depth effects were subsequently superimposed
over these data within the dispersion model itself. The main input for the mixing depth model is the output
data file from the energy budget model which includes values of u, and H,. The model also requires an initial
morning temperature profile, obtained for the study from the 0700 LST radiosonde release data from Perth
Airport. These data were modified to suit the model requirements, as described by Rayner and Watson
(1981).

The model computes nocturnal mixing height at each time step using Equation (6.25) until, following sunrise,
there is sufficient input of turbulent kinetic energy at the surface to commence erosion of the stable
temperature profile (q,’ is positive). Following this time, mixing height is computed by the numerical
solution of Equation (6.26) until the turbulent energy input decays to zero after sunset.

The model was tested against the results of the 29 October 1980 field experiment (Rayner and Rosher, 1981)
and was clearly capable of simulating the essential features of inversion erosion on this day. It compared
favourably with the record from an acoustic sounder operated during the experiment.

The mixing depth model executes very quickly (about 3 CP seconds per day on a Cyber 172) and so can be run
quite cheaply for long periods. Both dispersion models applied in KAMS used output from this type of
mixing depth model as the available acoustic sounder data did not provide a completely reliable data
sequence. The scheme as described here was applied exactly for the Gaussian model (Section 7.1.1) with a
simplified form used for the finite difference model (Section 7.1.2).

6.3.3 The Sea Breeze

The sea breeze provides an example of the most fundamental of mesoscale atmospheric processes, that of
motion due to differential heating. This phenomenonis important in pollutant dispersion at coastal sites since
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(i) Statistical Theory

The origins of the statistical treatment of turbulent diffusion lie in the mathematical analysis of
continuously varying quantities carried out by Taylor (1921). In this work, Taylor considered the
velocity fluctuations of individual particles of fluid in homogeneous, stationary turbulence. Under these
conditions, the statistics of the motion of a typical particle provide an estimate of the behaviour of all
particles.

Taylor showed that the spread of an ensemble of particles may be represented as

Tt
0, =20 / / R() d¢ dt (6.33)
Q 0

where T is the travel time of a particle, oy and o. are the standard deviations of the concentration
distribution in the lateral and vertical directions respectively, o. and o are the standard deviation of the
horizontal and vertical wind speed components respectively, and R(¢) is the Lagrangian autocorrelation
function which represents the degree of correlation in the motion of a particle at two separate instants of
time.

Equation (6.33) cannot be directly evaluated since the form of R(§) cannot be specified for the

atmosphere with any reasonable certainty. However, two limiting results can be obtained. For zero
separation time (¢ = 0), R(§) = 1 so that Equation (6.33) becomes:

Oy,z = U\”WT (634)
For large separation times (¢ —o0), R(¢§) = 0 and Equation (6.33) becomes
Oye = O (27LT)"2 (6.35)

where 7. = fo R(t) dt is the Lagrangian timescale which represents the extent of correlation over all
values of time lag & These limiting results indicate that the spread starts off with a linear form
(proportional to time T) and ultimately tends to a parabolic form (proportional to T"?).

The solution to Equation (6.33) may be written in the generalised form

Oyz = O TF ( L > (6.36)

TL
where the function F must obey the two limiting results given by Equations (6.34) and (6.35). This
equation may be transformed to spatial coordinates giving

Oy = 0,, X Fya(X) (6.37)
* where o, and o, are the standard deviations of wind direction in the azimuth and elevation respectively,
x is downwind distance and the function Fy,.(x) is to be determined from experiment.

Pasquill (1976) has proposed a functional form for Fy, which is expressed analytically by

F)= (1400308 x %) | x<10km

(6.38)
172
Fy(x) =0.333 <&g—0—0 ) , x>10km
An adopted form for F,, which must remain tentative pending further work is given by
F(x)= (1+0018x*°) |, L<O0
(6.39)

_ X E ~1
Fz(x)—(l+0.098<30> > L>0

where the exponent E varies linearly from 0.5 to 0.81 as the Monin-Obukhov stability 10/ L varies from
0 to 3.
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The fundamental assumption of stationary homogeneous turbulence upon which statistical theory is
based is rarely, if ever, satisfied in the atmospheric boundary layer. Robins and Fackrell (1979) point
out that although o, and o, may be fairly constant at heights well clear of the ground, the turbulence
intensities and consequently ¢, and o, do vary with height.

The best results from the application of the theory can therefore be expected for lateral dispersion since
oy (if not ¢;) is quite constant with height. In addition, the theory may also be applicable to vertical
dispersion above the lower 10% of the planetary boundary layer where o assumes a constant value with
height.

(ii) Eddy Diffusion or K-theory
Simple diffusion, the basis of K-theory, is a process in which the rate of transfer of material in any

particular direction is dependent upon the product of a diffusion coefficient and the gradient of the
material concentration in that direction.

If turbulent fluxes of pollutants in the atmosphere are also represented by such a gradient relationship,
consideration of the equations of fluid motion yields the following time-dependent diffusion equation:

Ox L uox  vox wox _ 0 (g O 9 (k. X 9 (g, % 6.40
ot ox "oy Tz Tax \vax ) Tay oy ) T (Mo (6.40)

where x is the concentration of pollutant,
K., Ky and K, are the diffusion coefficients (eddy diffusivity) in the X, y, z directions respectively,
and
u, v and w are the wind components in the x, y, z directions respectively.

The major difficulty of K-theory involves the specification of the eddy diffusivities. If these can be
specified throughout the depth of the planetary boundary layer, then the diffusion equation may be
solved by numerical means. However, the general applicability of the method warrants serious
consideration,

As in the case of molecular diffusion, the K-theory approach may be expected to be most appropriate
when the spatial and temporal scales of turbulence are small in comparison to the corresponding scales
in the concentration field. If there are turbulent displacements of whole sections of a plume, then the
notion of a diffusion coefficient has little physical relevance and simple diffusion cannot represent
adequately the physical process.

Pasquill (1974) concluded that this scaling constraint is best met in the case of vertical dispersion in
conditions where the vertical scale of turbulence is limited; either by the ground or by a stable density
gradient aloft. Robins and Fackrell (1979), however, contend that use of the eddy diffusion method may
be valid for any conditions in the vicinity and downwind of the maximum ground level concentration,
in which case both vertical and lateral spread increase beyond the scale of most of the energy-
containing eddies. In a similar manner Rye (1982) proposes that the technique is generally applicable
for times greater than the Lagrangian timescale 7, represented by downwind distances greater than 1-3
km in the case of the Kwinana work.

The eddy diffusion approach is clearly appropriate for both lateral and vertical spread from ground
level area sources where the scaling constraint is readily met. For this reason, the method is particularly
popular for the modelling of photochemical pollution.

A number of different approaches have been used in the determination of the eddy diffusivities. These
include, for the vertical coefficient K, an analogy to the diffusion of momentum combined with surface
similarity theory (Rayner, 1981a) and the use of statistical results (Smith and Blackall, 1979).

To determine a value for the eddy diffusivity K,, the diffusion of matter has conventionally been related
to the diffusion of momentum (Pasquill, 1974). Hence, K, may be determined from

K:zﬂ(ﬁ%) (6.41)

In the surface constant-stress layer Equation (6.41) may be combined with the surface similarity theory

to give
K.= -
: z (6.42)
qu < —I—_,_)
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which may be readily evaluated from surface wind and temperature profile measurements. Higher in
the layer, however, where wind speed gradients are small, K, cannot be sensitively prescribed from
Equation (6.42).

An alternative more recent prescription for K,, summarised by Smith and Blackall (1979), combines
diffusion and statistical results to give

K, = 0w 71 (6.43)

Further modification and assumptions allow Equation (6.43) to be evaluated from estimates of o and
Am, the spectral length scale. Both of these parameters have been well characterised in recent planetary
boundary layer experiments, as functions of the surface turbulent fluxes and the boundary layer height.

The estimation of K, is rendered simpler by the vertical uniformity of o, which may therefore be
obtained from measurements in the surface layer. Field measurements of 7. for horizontal turbulence
have been made (Draxler, 1976) but disagree to an extent that makes any conclusion on the vertical
uniformity of this parameter impossible.

An alternative approach involves using the large distance limit of plume widths. Where a dependence
on the square root of distance has been detected (Willis and Deardorff, 1978; Pasquill, 1976), Equation
(6.35) may be used to estimate 7. Present published plume width values do not provide any
information on the change of = with height so that the values used in such studies as that of Rye (1982)
have been assumed to be height-independent.

(i) The Gaussian Plume

There are obvious advantages in respect to efficiency of calculation if the dispersion of plume material is
given in terms of a simple analytical expression. The Gaussian plume formula is such an expression and
represents a statistical distribution of material relevant to an ensemble of observations over a specified
sampling interval. The Gaussian shape of the distribution is scaled so that the mass of the material is
conserved at all downwind distances.

For a continuous point source, the general form of the Gaussian plume equation (Turner, 1970) is:

X (x,y,z,H)=—Q—-exp < E—-g-zz > (exp (ﬂ) + exp <:12§i(;—}}£> > (6.44)

2muoyo;, 20,

where x is concentration,
Q is source emission rate,
H is effective plume centreline height and
x,y.z are downwind, crosswind and vertical coordinates respectively.

Pasquill (1974) discusses the origins of the Gaussian plume formula given above. Gaussian or normal
distributions for the spread of gaseous material by molecular diffusion are directly predicted by Fickian
theory, although the analogy with turbulent convective dispersion is dubious. Gaussian distributions
for turbulent dispersion are also indicated from the statistical theory of G.1. Taylor (Section 6.4.1(1))
coupled with the observation that turbulent eddy velocities have a Gaussian probability distribution.

Instantaneous cross section profiles of an elevated smoke plume may depart markedly from Gaussian.
In view of the prediction of Gaussian profiles from the statistics of turbulence (noted above), a Gaussian
distribution can only be expected in an ensemble average of many plume cross section observations.
This is illustrated in Figure 6.7 which shows an instantaneous plume and the concentration
distributions for different sampling times. The Gaussian profile dimensions given by Turner (1970)
refer to 10-minute average cross sections of a plume.

Pasquill (1974) summarises several field experiments in which averaged crosswind plume profiles were
analysed and concludes that, although individual profiles vary considerably, there is no sound reason to
adopt an analytical form different from Gaussian. The laboratory experiments of Willis and Deardorff
(1976) show that the Gaussian distribution adequately describes the lateral spread of ensemble averaged
plume material for all downwind distances under convective conditions. These and subsequent
experiments by the same authors have shown, however, that vertical spread from an elevated source in
strongly convective conditions cannot adequately be described as Gaussian. Further, Pasquill (1574)
observes that vertical spread from a ground level source is systematically different from Gaussian,
tending towards an exponential form. Apart from these two exceptions the precise prescription of
plume distribution, whether Gaussian or some similar form, is not as critical as a correct specification of
plume spreads oy and o..

52



lNSTANTANEOUS PLUME

MEAN WIND DIRECTION =
> TIME MEAN AXiS OF PLUME

SCALE

0 100
[
metres

T 1T T 1T 1T T T TTT
RELATIVE CONCENTRATION

Figure 6.7. Plume boundaries as a function of averaging time (source: Slade, 1968).

(iv) Mixed Layer Scaling

The application of mixed layer scaling to the problem of dispersion in the convective planetary
boundary layer followed from the laboratory experiments of Willis and Deardorff (1974). The data from
the experiments were analysed in terms of the mixed layer velocity scale wy and the mixed layer depth h.

The lateral plume spread was found to be closely Gaussian and obeyed both the short and long travel
time limits of Taylor’s statistical theory (Equations (6.34) and (6.35)). Close to the source the vertical
spread was also reasonably well described as Gaussian and obeyed Taylor’s short travel time diffusion
limit. Beyond this distance, however, the vertical concentration field was drastically modified by the
influence of atmospheric thermals which swept elements of the plume high into the mixed layer
resulting in elevated concentration maxima.

Willis and Deardorff (1978 and 1981) have conducted experiments with two more elevated release
points (greater stack heights) and have observed the plume concentration maxima to descend to ground
level prior to the ‘sweeping out’ effect of thermals. Neither a Gaussian distribution nor an eddy
diffusivity treatment can adequately simulate the plume behaviour under these conditions.

No general parameterisation for vertical spread has so far been advanced by Willis and Deardorff. The
availability of the parameters h and w, from the output of the mixing depth model (Section 6.3.2),
however, means that this theory, when completed, may be easily incorporated into the models
developed for KAMS.

6.4.2 Estimating Dispersion Parameters

The eddy diffusion approach described above relies on the specification of oy and ow (or g, and o) to
evaluate Ky and K.. Similarly, the statistical method uses g, and o, to evaluate o, and o, which, in turn, may
be used inthe Gaussian plume formula (Equation (6.44)). Hence, determination of the velocity fluctuations o,
and o or their corresponding wind direction fluctuations o, and o, is central to estimating dispersion.
Methods for achieving this are described below. Firstly, however, the widely used scheme of estimating o, and
o, via discrete stability categories is considered for comparison.

The researchers Pasquill, Gifford and Turner have developed, at various stages over the past two decades, a
simple procedure for estimating o, and o, from routine meteorological observations. The method is clearly
described by Turner (1970) and is implicitly an energy budget approach to describe the turbulent state of the
atmosphere. The method is very well known and widely used, so the tables and graphs have not been
reproduced here. It provides a means for quickly estimating dispersion from point sources.

However, as individual researchers have stressed, the method has definite limitations:
o It should only be used if ¢, and o, estimates are not available.
» It is applicable to ground level sources and may give large errors if applied to elevated sources.

¢ The stability category scheme does not account for the important effects of surface roughness variation,
surface sensible and latent heat variations and the mixing height dependence of convective turbulence.

e The oy and o, curves are specified for a sampling period of about 10 minutes and correction to other
sampling times is not trivial.

e The form of the oy and o, curves beyond 800 m downwind is quite unsupported.
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6.5.1 Fumigation under a TIBL

Figure 6.8 shows schematically a plan and elevation view of a plume, initially released above a TIBL, and
subsequently entrained into the TIBL further downwind. The concepts employed in this model are largely
based on those first proposed by Lyons and Cole (1973) but with several significant modifications.
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Figure 6.8. A schematic representation of the plume geometry used to model fumigation under a TIBL.

The growth of the TIBL is given by Equation (6.31). The points of intersection, Xs, X; and Xg, are obtained
by equating plume rise to TIBL height, where the upper and lower boundaries of the plume are defined as 2.15
g, from the centreline.

In Zone 1, the plume spreads slowly in the stable marine air and the dispersion parameters o, and o, are
calculated from Table 6.1 given that

u 1/2

e < Con > (6.45)

where Cpy is the neutral drag coefficient over water.
Zone 2 commences at the point xsr where plume material is first expected to reach ground level. This is
estimated to be

Xar = Xp + o,hs (6.46)
where o, is the value appropriate to the TIBL.

Within Zone 2, a plume segment entrained by the TIBL at, say, Xp will undergo enhanced lateral spread
before its concentration is registered at the ground at Xar. At Xg, the plume segment has a lateral spread

Oys ( XB) = 005 XB F_y (XB) (647)
For dispersion of this segment in the TIBL, a virtual source Xgv can be defined such that
Oys (XB ) = 00 AXB Fy (AXB) (648)

where AXp = Xp — Xpv. Rosher, Rayner and Paparo (1982) show that, for increasing fractions of plume
entrained in the TIBL, the virtual source may be considered to move from Xav to Xiv, but not beyond.
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Dispersion calculations within Zone 2 are based on the fraction Qg of plume mixed to ground level at a

particular distance, given by
p —p,?
Qr = / Qm)y ' exp( 2‘ )dpl

where (6.49)
p= (h(x) = He} ou(x)

and where h is the TIBL height and H. is the plume centreline height.

Dispersion in Zone 3 is calculated on the basis of complete vertical mixing up to h(x), with the virtual source
at Xiv.

Rosher, Rayner and Paparo (1982) provide an extensive description of the procedures employed to
incorporate this model of TIBL fumigation into the Gaussian dispersion model.

6.5.2 Dispersion under a MIBL

The mechanics of dispersion in onshore flows where there is little or no surface thermal convection is
governed by the formation of a mechanical internal boundary layer (MIBL). MIBL growth is given by
Equation (6.32). Rosher, Rayner and Paparo (1982) point out that treatment of dispersion under a MIBL
along the lines of that for a TIBL would be very difficult. However, the enhanced dispersion within a MIBL
cannot be ignored. Rosher, Rayner and Paparo (1982) therefore adopt an approach which is illustrated in

Figure 6.9.
MiBL

He

stable i
onshore EE—g

flow
m—- ~

e

Elevation

coastline

Figure 6.9. A schematic representation of the plume geometry used to model fumigation under a MIBL.
The elevated plume intersects the growing MIBL at a downwind distance Xi:

Xi = H.’ < ol > - X (6.50)
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In the case where the plume is emitted above a TIBL and intersects it further downwind, the point
of intersection is calculated. Beyond this point, the portion of the plume entrained in the TIBL is mixed
uniformly downward at a rate determined by the intensity of convective turbulence. The horizontal
dispersion parameter oy is based on a weighted calculation taking into account the small plume growth
in the stable marine air above the boundary layer and the unstable conditions within the layer. In the
case where the plume is emitted above a MIBL and intersects it further downwind, empirical expressions
for plume spread are employed which take account of the enhanced dispersion within the MIBL. The
mixing depth in each case is based on the calculation of the boundary layer height (Equation (6.31) and
(6.32)) at each grid point receptor.

For plumes under the influence of offshore breezes, mixing depth is read directly from the
meteorological data file. Plume rise is determined from the formulae of Section 6.1.

Stability data for all conditions are calculated using the model described in Section 6.2 and are read in
as input for each 10-minute period. The plume spread parameters oy and o, are then determined using
the statistical theory outlined in Section 6.4.2.

Pollutant concentration at each grid receptor point is determined from Equation (6.44) using the
calculated values of oy and 0., plume rise, mixing depth, the measured wind speed and the pollutant
emission rate. The contribution from each source is summed to provide a [0-minute average
concentration at the grid point.

In order to estimate the frequency of short-term pollution episodes, the 10-minute concentrations are
averaged to provide l-hour average concentrations which are then compared to 1-hour average
concentrations of 500, 1000, 1400 and 2000 ug/m3. The number of times each of these levels is exceeded
at each grid point and the predicted daily concentration forms the output of the model.

(i1) Limitations

Since hourly averages are calculated over fixed ‘clock’ hours (6 amto 7am, 7amto 8 am and so on), it
is possible that short bursts of pollutant concentration giving a I-hour average in excess of the four
reference levels but occurring in between the fixed 1-hour periods could be missed. This is of small
concern at low concentrations but of potential significance at higher levels when periods of exposure are
often short. The limitation is discussed in more detail in Section 7.2.2.

In addition, the assumption of a straight plume axis leads to an underestimate of high 1-hour average
concentrations at large distances when the wind direction changes from one 10-minute period to the
next. The error only occurs at distances reached after more than 10 minutes travel time, typically 3 to
5 kilometres.

Tests showed that at the extremes of the model grid about 15-20% of periods over 500 ug/m® were
missed as a result of this effect. At higher concentrations, the fraction increased to about 30-409. It
should be noted however, that this model limitation has very little effect on longer-term averages over
the area (24-hour and annual, for example).

7.1.2 The Finite Difference Model (Model 2)
(i) Structure

This model (Rye, 1982) calculates the effects of wind and turbulence in transporting pollutants
between adjacent ‘boxes’ arranged in a three-dimensional grid (Figure 7.2). Mathematical formulae
allow the changes of concentration in each box to be related to concentrations in adjacent boxes, and to
the wind velocity and atmospheric turbulence. In particular, topographic and frictional influences on
wind can be included, as well as the deepening of mixing depth by convection over the land surface. The
flow of model operations is shown in Figure 7.3 and explained briefly below.

The ‘conditional sampling’ approach used allows the finite difference model to be applied to the long-
term study of air pollution episodes. At each hour of the modelled period, the likelihood of an inland
pollution episode at Kwinana is estimated through analysis of wind direction, mixing depth and
turbulence data. If these combine to produce high inland concentrations of pollutants at ground level,
the model is run using recorded pollutant emission rates, and transports pollutants through advection
by wind and turbulence. When the modelled pollutants have been transported fully across the grid, the
ground level section of the grid is scanned to find points where any of the four reference levels (500, 700,
1000 and 1400 ug/m’) are exceeded. A record of the number of these for each level at each surface grid
point is accumulated.
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Figure 7.2. A schematic representation of the grid used for Model 2. The concentration changes in the central box
. (shaded) may be due to transport from box A by a westerly wind component, from B by a southerly component, from Cby
an easterly component, and so on. Turbulence transports pollutants between the central box and all six neighbours. Each
box is labelled by three numbers for reference in the computer program: for example the shaded box is referenced (3,2,2).

This record is reprocessed, using the statistics of wind fluctuations to estimate how many of the periods
of exposure would have lasted an hour or more. These estimates are the final output of the model.

(it) Implementation of Dispersion Theory

The necessary meteorological variables are usually estimated using the theory of the planetary
boundary layer (Section 6.1). Velocity variances are modelled using measured wind direction
variability, along with the convection velocity scale obtained from solar radiation intensity. The
Monin-Obukhov length is used to specify the form of the variation of wind in the vertical direction.

Mixing depth is represented in the manner outlined in Section 6.3, except for those periods of onshore
wind when a representation of the growth of the thermal internal boundary layer (TIBL) is used. In both
cases, the rate of growth of the depth of the planetary boundary layer depends on the stability of the
atmosphere, into which it is growing.

The growth of the TIBL is also dependent on atmospheric stability. As a result of the much shorter
times involved in the growth of the TIBL, however, its depth remains low. Therefore, the stability
estimate used has a critical effect on mixing depth. In order to improve the accuracy of the
representation of inflow stability, data from the Perth Sea Breeze Project (Walker and Allen, 1975)
were used, inflow temperature profiles being classified as a function of surface air temperature (Rye,
1982, Figure 4).

Alternatively, it is possible to obtain wind, stability and mixing depths directly from the data output of
the numerical sea breeze model. This allows study of the relative importance of such effects as TIBL
growth, wind shear and the horizontal change of atmospheric stability, and was used to determine
parameters which are required for modelling from measured data.

The advection of pollutants is modelled using a fourth-order finite difference formula, which possesses
the important characteristic of conserving plume width. The feature is particularly important since
some alternative schemes lead to a widening of the plume, to a greater degree than actually occurs as a
result of atmospheric turbulence. In view of the observed narrowness of the Kwinana plume, such
errors would prevent accurate modelling of pollutant concentrations. Since dispersion parameters are
derived from long-range plume width measurements, the model is most applicable at distances of
relevance to land use planning.

Data available for plume rise estimation include not only such factors as stack temperature and
buoyancy flux, but also calculated mixing depth, atmospheric stability above this level and mixing
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Deardorff and Willis (1978) found, in hydrodynamic modelling of pollutant dispersion during strongly
unstable conditions, that vertical transport may be dominated by the effects of convection currents. The
effects include a rapid decrease of concentration downwind of the ground level peak, as convection lifts
pollutants higher into the atmosphere. A modification of the dispersion scheme used in Model 2
approximated this process and showed an improvement in the qualitative form of the computed
concentrations (Rye, 1982, Figure 8(b)). However, the estimated peak ground level concentration was still
significantly higher than that measured, leading to the conclusion that the complexities of the mixing depth
growth, vertical motion and turbulent dispersion could not be readily represented by any model.

It is fortunate that the conditions found during the 1978 study were characterised by high dispersion and
consequently low ground level concentrations in areas of concern at Kwinana. Because of this, the accuracy
of long-term estimates produced by the models was not significantly affected by their failure to represent
dispersion in these conditions accurately.

The second tracer study was conducted during a more typical sea breeze, with a strong inversion present
which was thought to have persisted well inland. As a result, the ability of the models to represent conditions
which dominate the summer climate of the region could be tested. In particular, the greater stability of the
cool inflow air meant that the growth of the thermal internal boundary layer was slow, a process the models
needed to take into account.

The significance of the slow growth of the internal boundary layer on ground level concentrations at Kwinana
had been demonstrated following the 1980 study (Department of Conservation and Environment, 1980b).
The mechanism was subsequently included in the models and, as shown in Figures 7.4 and 7.5, both models
were able to represent the consequences of the TIBL satisfactorily for the second study day. In particular, the
magnitude and location of the peak concentration were estimated fairly accurately. The different averaging
times for the two models (30 minutes for Model 1 and 10 minutes for Model 2) were made necessary by the
model mechanics but in no way does this affect the tracer validation exercise for either model.

Comparison of the calculations of both models shows one significant discrepancy which was not resolved
properly by measurements. While Model | indicated high concentrations of tracers at Wattleup, Model 2did
not, and at a cursory inspection the measurements seemed to support Model I. However, the data on which
this conclusion rested were from a single point, with no significant concentrations at adjacent sampling sites.
The tracer exercise conducted as part of the Coogee Air Pollution Study had shown a similar, isolated high
value and airflow measurements suggested that the cause might have been a turbulent eddy in the location of
Mount Brown (Environmental Protection Authority, 1974).

In addition, since the high wind speeds during the experiment would have introduced a significant amount of
shear-generated turbulence into the TIBL, Model 1 would have possibly overestimated the rate of plume
mixing into the TIBL and hence, concentrations around Wattleup. This supports the view that the very high
concentration measured at Wattleup was anomalous.

7.2.2 Sulphur Dioxide Concentrations

Fundamental to the development of confidence in the models was a comparison of the calculated sulphur
dioxide concentrations with available measurements. These comparisons were made for a variety of
timescales ranging from 10 minutes to a year.

Short-term pollution episodes were studied by comparing measured and modelled 10-minute averages.
Figure 7.6 shows a comparison for an episode at Wattleup using concentrations calculated by Model 2.
Several comparisons carried out over a range of conditions revealed that major discrepancies did not occur
systematically and consequently it was expected that errors over longer averaging periods would also be
relatively small.

Figure 7.7 shows the relationship of measured daily average sulphur dioxide at Wattleup to values calculated
using Model 1, for the year July 1979 to June 1980. A model which represented measured values precisely
would produce a horizontal line in the figure, giving a constant, unit ratio of calculated to measured results.
The actual line obtained followed the ideal to an error of less than 20% in about 509 of cases, the other 50%
being equally distributed between overestimates and underestimates. The considerable extent of agreement
was unusual in comparison to reports of overseas experience, and indicated that an adequate representation
of dispersion parameters had been achieved.

Application of both models to the region surrounding Kwinana was therefore expected to show fair accuracy,
and studies were made of the estimated distributions of short-term, relatively high level concentrations as well
as of annual average concentrations.
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Table 7.1. Comparison of measured and modelled sulphur dioxide statistics for the Wattleup base station site for the
period July 1979 to June 1980. Reference levels were chosen to approximate Victorian EPA I-hour objectives and WHO
24-hour guidelines.

MODEL 1* MODEL 2t
Measured Modelled Measured Modelied
Annual average concentration
(ng/m?) 44 43 40 35%x
Frequency of 24-hour average
concentrations exceeding:
100 pg/m’ 49 51
150 pg/m’ 19 18
Frequency of I-hour average
concentrations exceeding:

500 pg/m’ 183 169 208 161
1000 pg/m’ 14 4 18 23
1400 pg/m’ 4 I 2 2
Frequency of daily maximum
I-hour average concentrations
exceeding:

500 pg/m’ 82 87

* Calculated for 24 fixed 1-hour periods per day at 0°C
+ Calculated for ‘non-clock’ hours at ambient temperature

** Inferred from ‘over 500 ug/m” statistics.

Table 7.2. Comparison of measured and modelled annual average sulphur dioxide concentrations the sequential
sampler sites for the period July 1979 to June 1980. The modelled estimates were derived using Model 1 and all
concentrations have been calculated for 0°C reference temperature.

SITE ANNUAL AVERAGE CONCENTRATION (pg/m’)
Measured Modelled
Banganup 17 23
Hillman 16 5
Medina 2 13
Orelia 9 14
Rockingham 8 5
Kwinana 4 10
Naval Base 10 40
Wattleup 22 35
Mandogalup 2 20

Table 7.3. Comparison of the monthly variation of measured and modelled sulphur dioxide concentration statistics for
the Wattleup base station site during the period July 1979 to June 1980.

MONTH FREQUENCY OF I-HOUR AVERAGE FREQUENCY OF 1-HOUR AVERAGE

CONCENTRATIONS EXCEEDING CONCENTRATIONS EXCEEDING

500 pg/m’ 1000 ug/m’
Model 1* Model 2t Model 1* Model 27

Measured Modelled Measured Modelled Measured Modelled Measured Modelled
July 1 2 1 0 0 0 0 0
August 1 2 1 7 0 0 0 0
September 9 9 1 5 3 I 3 0
October 2 15 6 I 0 0 0 1
November 22 13 24 17 1 0 0 1
December 33 31 36 30 0 0 1 3
January 30 38 37 32 3 1 7 6
February 41 24 45 23 4 2 3 5
March 32 17 36 14 2 0 3 2
Aopril 10 11 10 10 I 0 1 1
May 2 5 2 6 0 0 0 1
June 0 4 0 4 0 0 0 1

* Calculated for 24 fixed 1-hour periods per day at 0°C
t Calculated for ‘non-clock’ hours at ambient temperature
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episodes which make such a large contribution to the annual average sulphur dioxide concentration
experienced. Since it is not possible to determine short-term concentration peaks from long-term data, they
must be measured directly for comparison to be made with appropriate standards.

2000

Victorian EPA “alert” level

Victorian EPA “detrimental” level

Victorian EPA “acceptable” level

DAILY MAXIMUM 1-HOUR CONCENTRATION ( ng/m?)

- T T T T
30 40 50 60 70 80 90 95

20

FREQUENCY (%)

Figure 8.1. The frequency with which the daily maximum I-hour average sulphur dioxide concentration measured at
Wattleup exceeded various values for the period July 1979 to June 1980.

8.1.2 Sulphur Dioxide Standards Chosen for the Study

In order to evaluate air pollution at Kwinana, suitable sulphur dioxide standards (objectives) covering a
range of averaging periods were required for reference. Criteria were subsequently chosen for annual, 24-
hour and short-term (3-hour and I-hour) averaging periods.

The 1979 World Health Organisation guidelines of 40-60 ug/m’ for a 24-hour average were considered
appropriate (Table 2.1). These guidelines allow potential long- and medium-term sulphur dioxide problems
at Kwinana to be identified. They are more stringent than the earlier 1972 levels upon which the NHMRC
recommendations are based (Section 2.5).

The USEPA 3-hour secondary standard (Table 2.1) is the most strictly defined of all short-term limits for
sulphur dioxide concentrations. When pollution impact is estimated using models approved by that
authority, and with hourly US National Weather Service data, the 3-hour average must be shown never to
exceed 1300 ug/m’. The 3-hour standard was therefore considered a useful reference with which to evaluate
the short-term impact of air pollution at Kwinana.
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Table 8.3. Monthly variations of measured sulphur dioxide concentration statistics for the Wattleup base station site.
The concentrations have been calculated for 0° C reference temperature.
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1978
June 11 514
July 5 98.3
August 12 3 3 48.4
September 26 37.6
October 32 63.9
November 101 3 10 4 3 16.5
December 58 7 2 34 12 7 82.2
1979
January 125 19 9 2 81 25 30 9 99.5
February 76 7 3 30 10 5 85.0
March 60 3 2 26 14 4 1 83.8
April 39 4 1 19 7 1 98.4
May 31 1 I 12 4 6 93.8
June 19 85.1
July 19 1 1 95.8
August 20 1 1 90.9
September 36 2 I 1 11 5 3 2 98.8
October 31 2 7 6 92.2
November 55 5 1 28 11 1 93.4
December 76 8 43 18 1 99.2
1980
January 72 10 4 4] 16 8 1 99.3
February 77 11 5 51 16 9 1 97.5
March 76 8 5 42 16 4 96.4
April 39 3 14 8 1 97.9
May 20 2 2 98.5
June 11 53.9
July 16 43.0
August 16 99.7
September 40 2 1 12 7 99.3
October 56 5 1 29 15 96.6
November 75 9 3 36 13 7 95.1
December 64 5 24 13 1 88.6
1981
January 35 9 7 88.3
ALL DATA 114 42 3 566 234 91 14

The data of Figure 8.9 must, nevertheless, be applied with caution, since the modelled period of one year was
much shorter than that required to give a reliable sample of possible ranges of variables. A variationofuptoa
factor of two in the estimates is a conceivable consequence of an extension to longer periods. In particular,
any adverse combination of meteorological and/or emission conditions may result in large variations, from
year to year, in the frequency with which high concentration levels are exceeded. Table 8.4, for example,
shows that the summer of 1978-79 was relatively more severe in respect to high 3-hour average concentrations
than was the 1979-80 summer used for the modelling exercise. However, on the basis of a range of indicators
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(1i1) Maximum Natural Gas Conversion

The greatest reduction of sulphur dioxide emissions from Kwinana is likely to be achieved if the
alumina refinery is converted to natural gas usage and the power station to a combination of coal and
natural gas. A conservative estimate of the impact of such changes was obtained by eliminating totally
emissions from both plants for the dispersion calculations.

Figure 8.14(d) shows that, despite this large reduction in emissions, l1-hour average concentrations
exceeding 500 pg/m’ will still frequently occur in the vicinity of Wattleup and to the north. The same
analysis (Rye, 1982) showed that along the axis of peak frequencies in excess of 500 ug/m’, the
Victorian EPA ‘detrimental’ level of 1000 pg/m’ was also exceeded on two to three occasions for the
month,

8.5.2 Impact of New Industry

The most common application of dispersion models is in forecasting the air pollution impact of new industry.
Model 2 was used in such a role, applied to a hypothetical source in the south-eastern section of the Kwinana
industrial area. The predicted frequency of hourly averages over 1000 ug/m’, calculated using an emission
rate of 1.kg/sec from a 100 m stack and data for the 1979-80 summer season, is shown in Figure 8.15.

Frequencies of hours over 500, 700, 1000 and 1400 g/ m’ were all estimated (Rye, 1982), and from these data
it was possible to propose a limit on sulphur dioxide emissions. In principle, the process involved reading the
frequency of hours over each concentration, at the residential area experiencing greatest impact. If the
emissions from the proposed industry were reduced to less than | kg/sec, these frequencies would have been
appropriate to a proportionately smaller set of hourly average concentrations. The emission which decreased
the frequency at any proposed ambient concentration limit to less than that specified for that limit then
defined the allowed emission. In the present case, for example, the limit which ensured compliance with the
Victorian EPA ‘detrimental’ level was 0.62 kg/sec while a value of 0.36 kg/sec was required to meet the
‘acceptable’ level. If the Victorian criteria were applied, the emission rate limit would then have been the lesser
of these two values, 0.36 kg/sec.

This exercise can be applied in a reverse manner, estimating the minimum distance to residential zones for
various emission rates.

8.5.3 Pollution Potential Roses

In addition to the determination of concentration estimates based on existing sulphur dioxide emissions at
Kwinana, Model | was also used more generally to examine the long-term pollution impact of an arbitrary
source located on the Perth coastal plain. Calculations were carried out for a hypothetical 1 kg/sec emission
from a 100 m stack located at distances of 50 m, 750 m and 3000 m inland from a north-south coast. The July
1979-June 1980 Kwinana meteorological data were used in the model to produce contours of annual average
concentrations and the frequency of I-hour average concentrations exceeding 350 pg/m?, 500 ug/m’ and 750
ug/m’. The model results are shown in Figure 8.16.

The contours of Figure 8.16 illustrate the effect of the coastal boundary layer (Chapter 6) on the sources
located close to the coast. In particular the long-term average impact (annual average concentration (a)) is
significantly less for the stack located 50 m from the coast than it is for the stacks further inland. The
frequency of I-hour average concentrations exceeding 350 ug/m’ (Figure 8.16(b)) also followed the same
trend.

High concentration, short-term air pollution episodes are more frequent for the source that is close to the
coast where the pollutant is emitted above the boundary layer. The maximum number of 1-hour average
concentrations exceeding 750 pg/m’ is approximately three times higher for the stack located 50 m from the
coast than for the stack at 3000 m (Figure 8.16(d)). However, the boundary layer has little effect on the
number of I-hour average concentrations exceeding 500 ug/m’ (Figure 8.16(c)).

Though the air pollution impact of a particular source on the Perth coastal plain is dependent on the actual
emission level, stack height and heat of emission, some general conclusions can be made based on analysis of
Figure 8.16. The effect of the coastal boundary layer is to increase maximum short-term, high concentration
levels but to decrease maximum long-term average concentrations produced by emissions from a tall stack
located near the coast. Consequently the optimum siting of a proposed stack will depend on whether short- or
long-term average concentrations are required to be minimised.
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source 50 m from coast

source 750 m from coast

source 3000 m from coast

(a) Annual average concentration ( pg/m?) (b) Hours over 350 ug/m3

Figure 8.16. Contours of the air pollution impact of a | kg/sec source released from a 100 m stack located at various
distances from the coast at Kwinana. The estimates were derived using Model 1 for the year July 1979 to June 1980.
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(d) Hours over 750 pmg/m3

(c) Hours over 500 ug/m?
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It should be emphasised, however, that levels are significantly higher than the figures quoted below in
areas around and to the west of Wattleup and, in some cases, exceed the standards used for comparison.

These results are:

* The annual average SO, concentration approached but was generally below the WHO guideline
(annual mean less than 40-60 ug/m’) (Figure 8.6).

¢ The 24-hour average SO concentration exceeded the upper limit of the WHO guideline (24-hour
average less than 100-150 ug/m’) on at least S days (Figure 8.8).

» The 3-hour average SO: concentration would, on average, exceed the USEPA secondary standard
(3-hour average not to exceed 1300 wg/m’more than once peryear) every 1-2 years (Figure 8.9).

e The 1-hour average SO; concentration exceeded the Victorian EPA ‘acceptable’ level (1-hour
average not to exceed 500 ug/ m’ on more than 3 days per year) on more than 10 days (Figure 8.11).

o The |-hour average SO: concentration exceeded the Victorian EPA ‘detrimental’ level (1-hour
average not to exceed 1000 wg/m’) on more than 10 occasions (Figure 8.12).

¢ The l-hour average SO; concentration exceeded the Victorian EPA ‘alert’ level (1400 ug/m’) on at
least one occasion (Figure 8.13).

(vii) Inthe document Planning Strategy for the South-West Corridor (MRPA, 1980) an interim buffer zone
or affected area was defined at Kwinana, based on the experience and judgement of KAMS study
participants and officers from the Department of Public Health. Large scale urban development was
subsequently deferred in the area included in the interim buffer zone, pending the final KAMS results.
The adequacy with which the interim buffer zone reflects the impact of sulphur dioxide pollution at
Kwinana can now be assessed using the model estimates.

Figure 9.1 shows modelled frequency contours corresponding most closely to the 1980 buffer zone in the
region to the north and east of industry at Kwinana. It can be seen that, over most of the buffer zone, the
lower and upper limits of the WHO 24 -hour guidelines were exceeded on at least 15 and 5 days
respectively (Figure 9.1 (a), (b)). Similarly, the Victorian EPA 1-hour ‘detrimental’ and ‘alert’ levels
were exceeded on at least 15 and three occasions respectively (Figures 9.1 (c), (d)).

Thus, the buffer zone, originally proposed as a conservative estimate, has been found to be much less
than conservative in its northern section. The southern part, on the other hand, has been shown to be less
affected by air pollution than believed. However, the southern area of the industrial zone is presently
largely undeveloped and any additional sulphur dioxide sources there will increase concentrations in the
region of the southern buffer (Section 8.5.2).

On the basis of the standards chosen for reference in this study the interim buffer zone illustrated in
Figure 9.1 should be seen, therefore, as a minimum requirement to protect against the adverse effects of
existing air pollution at Kwinana.

(viii) Though the models have been developed and run using existing sulphur dioxide emissions at Kwinana,
they have the capability to produce concentration estimates for most air pollutants and for any source
configuration located on the Perth coastal plain. Investigations have already been carried out into the
effects of the use of natural gas by the alumina industry (Section 8.5.1(i)), increased SO; emissions from
the oil refinery (Section 8.5.1(i1)) and new industry in the south-east part of Kwinana (Section 8.5.2).

9.1.3 Implications for Land Use at Kwinana

The results of KAMS provide the planning authorities such as the Metropolitan Region Planning Authority
and local government with the means of integrating air quality information into the planning process. The
constraints imposed by air pollution on the uses to which particular land can be put will depend on the degree
of emission control and the air pollution standards adopted.

For example, without major reductions in the emission of sulphur dioxide from industry at Kwinana, and on
the basis of the standards chosen for reference in this study (Table 8.2), the area defined by the 1980 interim
buffer zone would be considered unsuitable for further residential development. Furthermore, some areas to
the north-east that are outside the interim buffer zone are also subject to significant air pollution impact. The
extent of the affected region varies according to the ambient standards used and consideration of less stringent
standards would, of course, result in a smaller region alienated by the existing pollutant emissions.

Major reductions of sulphur dioxide emissions at Kwinana, though reducing significantly the impact of air
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